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Abstract - Software engineering and data science require 

strong programming skills. Software engineering focuses 

more on construction, functionality, and features, while 

software risk forecasting focuses more on data collection 

and analysis. A high level of system functionality is one of 

the basic needs of software development projects. One of 

the main characteristics that directly affects the 

effectiveness of software systems is the prediction of risks. 

Organizations can make decisions about potential 

solutions and improvements by using the ability to identify 

software systems risks through early recognition of 

expected failures. Inaccurate risk assessments may result 

in poor system performance and thus reveal its reliability. 

This research focuses on reviewing mechanisms for 

predicting early failure in software project risk 

assessment. Various ML machine learning techniques are 

used. The aim of the study is to review experience-based 

risk assessment models that use historical failure data 

from several past program projects as training data to 

accurately assess the risks of program initiatives. This 

study covers software project risk prediction models that 

are generally applied to all software projects throughout 

the software development process, helping advance the 

evolution of software systems. 

Keywords: Software Development Life Cycle (SDLC), 

Software Risk (SR), Machine Learning (ML), Risks 

Supervision (RM), Software Risk Management (SRM), 

Software Engineering (SE). 

I. INTRODUCTION 

The approach to software development is called software 

engineering [1] [2]. Unexpected events can always occur 

during the software life cycle (SDLC), which can lead to loss 

or failure of software development [3][4][5]. Incomplete and 

ambiguous information may lead to a large number of risks 

[6,7]. The most sensitive task in the SDLC is the risk 

prediction function which requires accurate completion [8]. To 

ensure project success, risk forecasting and oversight is an 

important stage in the development process [9][10]. No matter 

how much effort has been put into making sure that software 

projects are successful, many of them contain a high 

percentage of risk [11][12]. All aspects related to risk, such as 

cost, schedule, and quality [13], are included in the 

development cycle. Even if there is a single factor that has the 

potential to significantly affect the entire software 

development process, it should not be ignored [14]. 

Thus, a successful risk management model must be 

skilled in predicting risks and assessing how they will change 

as the project progresses [15]. Without risk management, the 

main risks will be ignored [16]. Because of this, risk analysis 

is important in SDLC, where risks are present and appropriate 

action is taken [17]. Moreover, given the increasing 

complexity of contemporary software systems, it is crucial to 

take appropriate steps to avoid project failure [18]. These risks 

may lead to project failure if not all are properly identified [2]. 

In SDLC, risk prediction and management should be a 

consistent activity, as it can save time and money if risks are 

predicted early and fixed early in the software development 

process [19]. 

It uses artificial intelligence (ML), which helps 

computers learn from experience and progress without explicit 

programming. In other words, the main goal of ML is to allow 

computers to learn independently, without the help of humans, 

and then adjust their behavior accordingly. In addition, 

machine learning makes it possible to process huge amounts 

of data. Stewardship of missing values in information 

architecture data structures has become a growing concern for 

others [20], which has also shown a growing interest in 

machine learning technology. 

There have been other classification studies on 

regression. The methodologies and predictions for volatility 

forecasting as well as classification criteria are outlined in the 

paper [21]. Attributes that were used as indicators of literary 

volatility criteria were generated and prediction methods that 

were used to increase the accuracy of volatility risk 

requirements. Specifications with twists are crucial to software 

systems. 

Because it is directly related to costs and overrun period. 

The SLR has been proposed in [22] as a formal repeated 

outcome framework. The study, like studies of other data sets, 

cannot determine the exact applicability of the data set 
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arrangement. Another [21] discussed the use of machine 

learning techniques for program effort estimation. The 

systematic investigation showed the importance of ML 

techniques, scale measures, comparison data sets, evaluation 

procedures, etc. 

The Fuzzy Logic Studies article [23] looked at hardware 

machine learning techniques to predict program risks. In 

addition, he discussed a variety of software projects and cost 

analyzes of the system business approach. The main 

conclusions were that the process and model should not be 

preferred by any other methodologies. 

This study aims to conduct a comprehensive evaluation 

of the literature and hardware for Risk Prediction and 

Management Models (SRPM). Belief that the results of this 

study will shed light on SRPM research. A selection of the 

literature published within the last few years on the topic of 

SR prediction was examined. 

II. SOFTWARE MANAGEMENT 

The method involved in organizing, staffing, controlling, 

managing, and coordinating a product project is known as 

software product management (SPM) [25]. Many of the 

contracting supervisors today are using various SPM tools to 

supervise and support their project activities due to the huge 

number of SPM automations that are now available and 

rapidly evolving. Project arrangement, control and monitoring 

are crucial purposes of these developments. These tools offer a 

variety of benefits. To enhance implementation, project 

managers must choose an acceptable set of tools with the 

necessary capabilities among the various available devices 

[26]. 

Social performance management tools have been 

discussed extensively in the literature. Here, we present some 

typical tools that may be used in a variety of settings. In order 

to help software engineers, choose the best tool, we also 

introduce their features. A list of standard tools is provided 

below. 

2.1 Software Risk Management System 

Risks Management (RM) one of most significant 

subfields in project supervision. It is extremely important to 

project supervision. It eliminates the risk that could thwart the 

intended effects and outcomes. Small and medium-sized 

businesses (SME) adopt preventative actions to reduce risk 

[27]. SME will always require a well-planned risk supervision 

strategy to search for any unwanted or unanticipated errors in 

a project [27]. In the risk supervision process, there are five 

steps as shown in Figure (1) are illustrated for the Risk 

supervision process [28], Also Table (1) shows the SPM 

Tools. 

 

Figure 1: Risk Management process 

Table 1: Software Product Management Tools [25][26][28][29] 

Tool Description 

Primavera 

One of the best For institution project 

supervision scalability, the Project 

Supervision Module is a complete, 

multi-project planning and control 

program built on SQL, Oracle, and SQL 

Server Express server databases  

MS Project 

Microsoft Project was created to help 

with project monitoring, automatically 

receiving and logging team member 

status reports and alerting the project 

manager if these are late or incomplete It 

eventually supplanted all other PC-based 

project supervision software 

Gantt 

Project 

Gantt Project is a cross-platform desktop 

application used for managing and 

scheduling projects. A multi-application 

platform for planning and project 

supervision is called Gantt Project. 

Running on any operating system, Gantt 

Project adheres to the task scheduling 

process outlined in Workflow 2, saves 

schedules in an XML file format that 

can be transported into HTML Web 

pages, and conducts scheduling 

activities by integrating with the 

workflow that has been implemented by 

the e-Hub.  

Red mine 

During the initial phase of the agile 

implementation in MIMOS, the Red 

mine project supervision web 

application solution was introduced, 

helping the team and capturing the 

requirements. All of the product 

backlogs are listed. A web-based 

supervision tool is called Red mine. Red 

mine lacks support for agile and scrum 

and is more of a general-purpose project 

supervision solution. User stories and 

tasks were submitted through a ticketing 

system. 

Base Camp 

It is a web-based application tool that 

can be accessed with just a web browser 

and an internet connection. A free one-
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active project plan with two write boards 

is available through Base camp, a 

project collaboration tool. It supports 

numerous projects and provides project 

storage space. 

dotProject 

It is a web-based tool for managing 

projects made to offer project planning 

and supervision capabilities. You must 

comprehend project supervision in order 

to comprehend dot Project.  

Assembla 

It is a web-based platform that enables 

employers to hire their PM candidates 

online. It depends on how much project 

work the project team needs to get done. 

The Risk supervision process can be summarized in these 

steps.  

 Determine the risk: The team's duty is to identify risks 

that could have an impact on the project. To do this, 

many strategies are utilized, the first of which is to keep 

a project risk register. 

 Classify the risk: Various hazards are categorized based 

on their anticipated cost, likely impact, and likelihood of 

occurrence. For instance, the possibility of collecting 

repayments from the debtor is used to categorize credit 

risk. 

 Analyze the risk: After identifying the risks, the next 

crucial stage is to examine the consequences of each risk, 

where the nature of the risk and how much it can 

influence the project's outcome are established. This data 

is included to the project risk registry as well. 

 Control the risk: Risk analysis is followed by risk 

supervision. It is the process through which software 

companies assess risks and take steps to reduce or get rid 

of potential dangers. This is known as the risk control 

hierarchy, which states that the most effective control is 

always to eliminate the risk. 

 Review risk control: It is done to make sure the imposed 

control measures are successful and efficient. It must be 

examined and amended to ensure that they function as 

intended and to identify whether any immediate 

corrective action is required. 

2.2 Diminutions of Risk 

By looking at risk sources, the risks in software evolution 

projects can be divided into time, money, and resource risks, 

or a mix of these [30]. The primary project supervision 

problems that could adversely affect one or more project 

performance characteristics in the GSD environment are 

project time, cost, and resource (see Figure 2). 

 

Figure 2: Three risk dimensions of GSD projects 

2.3 Cost Related to Risk Factor 

The project managers face two types of challenges when 

it comes to time-related risk factors: 

 The number of adjustments needed during the project's 

execution. 

 Time spent on unnecessary activities [31].  

It is not an exaggeration to say that "the time is what 

defines the success of any project." By creating a clear project 

strategy and timeframe in advance and adhering to it, you may 

overcome these two difficulties easily. Effective time 

supervision requires a clearly defined project plan, and project 

managers should create such a plan and timeline to lower the 

two risk factors mentioned above. 

2.4 Resource-Related Risk Factors 

Along with time, another constraint that may be 

quantified is money. The cost structure for the project must be 

anticipated in advance as precisely as possible, just like the 

project's timeline [32]. Cost simply refers to the sum of money 

needed to start and complete a project. It is sometimes referred 

to as the project's budget. Knowing the cost structure in 

advance provides a benchmark against which to measure and 

track the project's real cost as it is being carried out. It 

enadepts the project manager to steer clear of any 

unanticipated expenses that might arise. 

 There are two different types of resources in a project: 

human and material. The availability of both should be taken 

into account by the project supervision. This restriction is 

strongly influenced by the pricing structure: the more money 

one has, the more resources one may purchase in terms of both 

tangible goods and higher caliber labor. The availability and 

accessibility issues in the market cannot be solved by money, 

thus a project manager should consider these issues while 

determining the timetadept and the pricing structure. 

2.5 Risk Prediction 

In light of the risk examination that includes preparation 

history and task attributes in the Product Improvement Life 

Cycle (SDLC), as shown in Figure (3), a product risk 
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forecasting model was created. The model, known as the 

Atropos model, was accompanied by six main phases [33]. 

 Gather information through the interface. 

 Program similarities. 

 Store date and time accounts. 

 Similarity by setting accounts. 

 Suggest any potential risks. 

 Risk management and verification. 

The recommended approach uses the identified necessity 

as input into determining the degree of risk associated with the 

prerequisites, allowing the undertaking supervisor or area 

manager to prepare and reduce risks only at an earlier stage. 

 

Figure 3: Atropos Six-Stage Model 

2.6 Software Risk Evaluation 

In light of the hazards encountered throughout the 

creation, supervision, and assessment of software, a rigorous 

and structured literature review was carried out. A review of 

the literature led to the discovery of 54 likely risk variadepts 

pertaining to the software evolution sector. Table (2) lists the 

identified risk variadepts and references. 

Table 2: Fifty-four software evolution Risks 

No Risk factor Ref. 

1 Project requirements have changed [34][35] 

2 Absence of inefficient PM techniques [36] 

3 Unsuit adept task timings [36] 

4 Failing to supply resources [36] 

5 Scheduling and activity estimation errors [37] 

6 Incorrect planning [38] 

7 Low level of output [36] 

8 Insufficient supply [35] 

9 Poor quality [39] 

10 Failure to capture requirements [39] 

11 Project design that is improper [36] 

12 Inadequate system of rewards and [40] 

motivation 

13 Team members' lack of coordination and 

collaboration 
[40] 

14 Payment problem [41] 

15 Lack of dedication [41] 

16 Mistrust [41] 

17 Not clearly specified project milestones [41] 

18 Inadequate backing from the top [41] 

19 The project team has experienced 

frequent turnover. 
[41] 

20 A lack of specific abilities [41] 

21 Novice project manager [41] 

22 Insufficient dialogue [41] 

23 The wrong system is required [41] 

24 System requirements are unclear [41] 

25 Insufficient identification of the system 

requirement 
[41] 

26 Insufficiently inspiring attitude [41] 

27 Developing technologies [41] 

28 Changes to the organization during the 

project 
[41] 

29 Unstadept workplace situation [41] 

30 Organizational changes during the 

project 
[42] 

31 Components supplied are not sufficient [42] 

32 Including pointless features [42] 

33 Deadline sensitivity [42] 

34 Mistaken documents [42] 

35 Requirements document is not sent to the 

team 
[25] 

36 Lack of agreement on the requirement [42] 

37 Participants' diverse cultural 

backgrounds 
[42] 

38 Lack of a cooperative office setting [42] 

39 Greater number of locations [42] 

40 Governmental state [42] 

41 Social condition [42] 

42 Monetary state of the target market [42] 

43 Lack of motivation among developers [42] 

44 Absence of prior experience [42] 

45 Inadequate planning for the necessary 

resources 
[42] 

46 People develop [42] 

47 Information security issues [42] 

48 Project evolution is not sufficiently being 

tracked 
[42] 

49 Members of the evolution team with 

inadequate training 
[42] 

50 Process failure [42] 

51 Using modern technology [42] 

52 Inaccuracy in the project time estimation [42] 

53 Inadequate kill and knowledge [42] 

54 Improper control and leadership [42] 

 

 



International Research Journal of Innovations in Engineering and Technology (IRJIET) 

ISSN (online): 2581-3048 

Volume 7, Issue 2, pp 42-49, February-2023 

https://doi.org/10.47001/IRJIET/2023.702006  

© 2023-2017 IRJIET All Rights Reserved                     www.irjiet.com                                         46                                                                    
 

III. RELATED WORKS 

Several studies dealt with the issue of software risks and 

their prediction, as follows: 

  In 2019 Erdoğan investigated five different strategies for 

(DT) with dataset of 356 sample driven credit approach to risk 

assessment and discovered that the RF model used to have the 

top rating accuracy. Larger data sets with more organizations 

should be used to verify our work in order to increase the 

prediction system's effectiveness with maximum accuracy of 

99.16%[43]. 

  In 2020 Sousa et. al., This overview gives a general 

understanding of the various things relating to risk and RM in 

software systems, such as the conventional methodologies 

used to identify and manage hazards in software companies as 

well as the ML techniques and methods applied to provide 

better estimates of relative risks and risk factors that can be 

experienced during growth [44]. 

  In 2020 Akumba et. al., introduce the NB Classifier to 

foretell dangers that will arise in some software projects' 

requirement analysis phase of the (SDLC). The most crucial 

factors in forecasting individual risk across a task are priority 

and likelihood, it should be noted. If both the risk likelihood 

and the priority are known in advance, they can prevent the 

failure of the entire project. However, if it is ignored, it will be 

terrible as projects won't be completed on time and will have 

less usefulness [45]. 

In 2021 Iftikhar et. al., research was done on predicting 

the risks associated with time, money, and resources that 

distributed teams confront in a global software development 

environment. Using neural network techniques like 

Liebenberg-Marquardt, Bayesian Regularization, and Scaled 

Conjugate Gradient to forecast mitigation plans relating to 

project duration, cost, and required resources in international 

software development the study's findings showed that 

Bayesian regularization outperformed the Logistic Regression 

Method and Backpropagation Gradient in terms of the MSE 

(Validation) criterion. It is reasoned that Levenberg-Marquardt 

gives the best presentation since it gives a genuinely precise 

expectation of the basic temperature for superconductors 

which the creators performed by plotting application-inferred 

SOM (self-sorting out maps) on the dataset through fluffy 

brain organizations. [46]. 

In 2021 Filippetto et. al., provides a computational 

approach for lowering project failure likelihood through risk 

forecasting. The study's goal is to present a methodology to 

help teamsidentify and keep track of risks at various stages of 

a project's life cycle. The study argues that using context 

histories to infer risk recommendations for new initiatives is a 

scientific advancement [7]. 

In 2021 Gouthaman et. al., investigates the main software 

paradigms employed in the sector through dialogue with 

professionals in the field and a literature review. In this study, 

the researchers provided a new framework in which machine 

learning classifiers were applied to the data set obtained 

through the survey and risk estimates were made for each of 

the chosen software models. Software product managers can 

choose the suitable programming model based on the software 

needs and predictive percentage using this score [47]. 

In 2022 Hassan et. al., Developed   and   evaluated   risk   

forecasting   model   using ML classification techniques such 

as LR, DT, RF, SVM, KNN, and NB. Worked on determining 

the most significant software design variables influencing the 

overall success or failure of a software project. The best 

outcomes, according to experiments, come from RF and LR 

models [48]. 

In 2022 Khalid et. al., Through the use of methodologies 

and the creation of ML algorithms, financial ratios are utilized 

to effectively identify risks and automating company's risk 

management. The Python application was used to collect, 

analyses, and test annual data for non-financial enterprises in 

Pakistan from 2006 to 2020. The findings demonstrate that 

artificial intelligence methods can anticipate hazards with the 

least amount of error possible, and among all the 

methodologies employed, the RF method surpasses the others 

[49]. 

IV. CONCLUSION 

One of the flourishing phases of the (SDLC) is necessity 

designing, and hazard examination is one more fundamental 

part of the SDLC. There are different dangers that should be 

considered while creating programming. As well as 

recognizing gambles, risk investigation's fundamental 

objective is to really try to oversee them. Moreover, it could 

incorporate exact insights about dangers and give thoughts for 

diminishing them. Precisely recognizing dangers is the 

principal objective of chance examination. Basic components 

including issue definition, plan, and information gathering 

ought to be remembered for risk investigation. Indeed, even 

one gamble variable can prompt framework disappointment on 

the off chance that the gamble examination isn't done 

accurately. SRs keep on introducing issues for clients, and 

specialists have proposed various systems for expecting and 

staying away from SRs. The motivation behind this study is to 

lead a precise writing survey (SLR) and assess the nature of 

the exploration writing that has proactively been distributed on 

SR expectation models (SRPM).ML techniques offer a 

reliadept detection capacity for SR forecasting. Performance 
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measurements show that the majority of ML-based research 

performs remarkably well. Overall, we find that the SRPM 

literature lacks high-quality work and that the methodology 

employed to conduct forecast SR detection investigations is 

inconsistent. 
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