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Abstract - Hate speech specially racism, gender and 

religion discrimination, defaming comments are becoming 

one of the biggest problems in Twitter these days, that are 

making people to switch to other social media. Its effect is 

long-standing and unpreventable. To stop hateful activities 

from happening, Machine Learning approaches are 

needed to be applied. This research article focuses on the 

performance analysis and effectiveness of Logistic 

Regression, Gaussian Naive Bayes, K-Nearest Neighbor, 

Decision Tree, Random Forest and Support Vector 

Machine on detection of hate speech from Twitter. SVM, 

Decision Tree and Random Forest outperformed all the 

other models, achieving state-of-art 95.5%, 96.2% and 

98.2% accuracy respectively on comments gather over a 

stretch. 
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I. INTRODUCTION 

With the increasing amount of internet users, the usage of 

social media is also uprising. There are many popular social 

media that are used throughout the world very extensively, 

like – Twitter, LinkedIn, Facebook, Reddit, Quora, Instagram, 

Snapchat, Pinterest etc. This has both good and bad effects on 

the users, moreover on a large community of people or 

society. It helps in terms of connecting with people, sharing 

thoughts, keeping updated with new market trends, knowing 

recent changes in any community etc. But the bad effect is 

move prominent than that of the wise side. It includes posting 

uncensored contents like- images, videos, audios etc., posting 

hateful contents and replying with hateful comments, targeting 

any particular community like- LGBTQ, racial discrimination, 

targeting specific region or country, gender discrimination, 

spreading terrorist activities, defaming any people, 

organization and so on. Among all the social media, Twitter is 

mostly affected by these events. Hate comments cannot get 

removed from Twitter totally, but we can detect whether there 

is any hate comment are posted or not and after that any 

necessary action can be taken. To stop spreading hate in 

Twitter, many machine learning models are used to find out 

the extent of their efficiency. 

In this paper, we are experimenting with many profound 

machine learning algorithms named Decision Tree, Gaussian 

Naïve Bayes, K-Nearest Neighbor, Logistic Regression, 

Random Forest and Support Vector Machine on a very large 

Twitter hate comments dataset which includes both positive 

and negative data. After that, we are measuring the efficiency 

and performance of these trained models to determine which 

machine learning algorithm is most effective in this task. 

II. LITERATURE STUDY 

Parisa Hajibabaee et al. proposed a text classification 

model comprising of a tokenizer, modular cleaner, three 

embedding methods and eight classifiers. They found out that 

Ada Boost, Multi-Layer Perceptron and SVM performed well 

only on Term Frequency-Inverse Document Frequency (TF-

IDF) embedding [1]. Ruilin Xu et al. discovered most of the 

TF-IDF algorithm uses verbs and nouns as the elementary 

block and adverbs and adjectives as the secondary keyword 

which does not perform that well to define a query. So, they 

proposed a Part of Speech (POS) weighted TF-IDF algorithm 

to assign every term query frequency with a different value 

[2]. Chikashi Nobata et al. developed a machine learning 

approach which uses two domains to detect hate speech from 

online user comments over time [3]. Turki et al. used 

ensemble learning algorithms coupled with count vectorizer to 

detect hate speech and created a labeled dataset [4]. Zeerak 

Waseem et al. used critical race theory to annotate hate 

comment dataset and used character n-gram to detect hate 

speech [5]. Irene Kwok et al. suggested supervised machine 

learning approach to detect racist comments from Twitter [6]. 

Resham Ahluwalia et al. developed a machine learning model 

to find misogyny against women which they named Automatic 

Misogyny Identification (AMI) [7]. Zhi Xu et al. proposed a 

sentence level filter to remove offensive language from social 

media posted text messages [8]. Shofianina Dwi Ananda Putri 
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et al. used Naive Bayes, SVM and other machine learning 

approach to detect hate speech and offensive language from 

Sundanese and Javanese Indonesian local language [9]. Mila 

Putri Kartika Dewi et al. implemented a feature expansion 

system from comments using Word2Vec, Bag of Word 

(BOW) and TF-IDF[10]. Nurtheri Cahyana et al. proposed an 

automatic annotation system using K-Nearest Neighbor to 

annotate comments datasets easily [11]. William Warner et al. 

developed an approach to detect hate speech from online texts 

targeting religion, gender and sexual orientation [12]. Nikhil 

Chakravartula used multinomial naïve bayes algorithm to find 

the hate speech against women and immigrants [13]. Rong-En 

Fan et al. developed a library named LinLinear to perform 

large scaled linear classification tasks easily [14]. Nupur 

Khond et al. used Naïve Bayes algorithm to detect and hiding 

mechanism to hide hate comments from users [15]. Asogwa et 

al. used SVM and Naïve Bayes for detecting hate speech [16]. 

Purnama Sari Br Ginting et al. proposed the usage of 

multinomial logistic regression algorithm to detection [17]. 

Sean Mac Avaney et al. used Multiview SVM for detecting 

hate comments, minimizing the challenges faced by other 

machine learning algorithms [18]. 

III. PROPOSED METHOD 

Step 1: Collection of appropriate datasets. 

Step 2: Encoding the text data using Column Transformer 

and One Hot Encoder. 

Step 3: Vectorizing the data using Count Vectorizer. 

Step 4: Splitting the data into train and test dataset. 

Step 5: Training the Gaussian Naive Bayes, Decision Tree, 

Logistic Regression, K-Nearest Neighbor, Random 

Forestand Support Vector Machine with the train 

dataset. 

Step 6: Calculating the time taken to train the models. 

Step 7: Testing the models with test datasets and generating 

the confusion matrix and performance measurement 

metrices. 

Step 8: Generating the Precision-Recall Curve and ROC 

Curve for further evaluation. 

IV. PERFORMANCE MEASUREMENT 

Confusion Matrix is a very useful metric to evaluate the 

performance of the trained models. It summarizes the model’s 

performance by calculating the relation between the actual 

data with predicted values returning the True Positive (TP), 

False Positive (FP), True Negative (TN) and False Negative 

(FN) values in its four cells. It is also used to calculate 

Precision, Recall, Accuracy, F1 Score of the models. 

 

(a) 

 

(b) 

 

(c) 
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(d) 

 

(e) 

 

(f) 

Figure 1:Confusion Matrix of the models trained with (a) Naive Bayes, 

(b) Decision Tree, (c) K-Nearest Neighbors, (d) Logistic Regression, (e) 

Random Forest and (f) Support Vector Machine 

Precision can be defined as the ratio between True 

Positive (TP) values out of all predicted positive values i.e., 

True Positive (TP) and False Positive (FP) values. 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑟𝑢𝑒  𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒

 𝑇𝑟𝑢𝑒  𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 +𝐹𝑎𝑙𝑠𝑒  𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒  
                    (1) 

Recall or, True Positive Rate (TPR) can be said as the 

fraction of the True Positive (TP) values out of all the actual 

positive values i.e., True Positive (TP) and False Negative 

(FN) values. 

𝑅𝑒𝑐𝑎𝑙𝑙 𝑜𝑟 𝑇𝑃𝑅 =
𝑇𝑟𝑢𝑒  𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒

 𝑇𝑟𝑢𝑒  𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 +𝐹𝑎𝑙𝑠𝑒  𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒  
         (2) 

Precision-Recall curve is the graphical representation of 

the relation between the Precision and Recall of the models. 

The Precision of the model is plotted in the Y-axis and the 

Recall in the X-axis. 

 

Figure 2: Precision-Recall Curve of the trained models 

False Positive Rate (FPR) is defined as the ration of the 

negative values that are incorrectly predicted positive values 

i.e., False Positive (FP) to all the actual negative values i.e., 

True Negative (TN) and False Positive (FP). 

𝐹𝑎𝑙𝑠𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 𝑅𝑎𝑡𝑒 =
𝐹𝑎𝑙𝑠𝑒  𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒

 𝐹𝑎𝑙𝑠𝑒  𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 +𝑇𝑟𝑢𝑒  𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒  
        (3) 

Receiver Operating Characteristic (ROC) curve 

graphically shows the relation between the Recall or True 

Positive Rate (TPR) with the False Positive Rate (FPR). TPR 

is plotted along Y-axis and FPR is plotted along X-axis. 
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Figure 3: ROC Curve of the trained models 

V. RESULTS 

After training the models with the training dataset and testing them with test dataset, these are the results that are observed: 

Table 1: Observed results for evaluation 

Model Naive Bayes 
Decision 

Tree 

K-Nearest 

Neighbor 

Logistic 

Regression 

Random 

Forest 

Support Vector 

Machine 

Precision 0.6405 0.9945 0.9817 0.8533 0.9950 0.9826 

Recall or TPR 0.9827 0.9290 0.8083 0.9096 0.9688 0.9252 

Accuracy 0.7175 0.9622 0.8973 0.8774 0.9821 0.9547 

F1 Score 0.7755 0.9606 0.8866 0.8805 0.9817 0.9530 

FPR 0.5440 0.0051 0.0148 0.1543 0.0048 0.0161 

Training Time 6.4880s 238.2752s 0.0151s 33.2732s 47.7207s 15810.6213s 

 

VI. CONCLUSION 

In this paper, we tried to find out the application of 

Gaussian Naïve Bayes, Decision Tree, K-Nearest Neighbor, 

Logistic Regression and Random Forest in the field of hate 

speech detection from Twitter. It is observed that out of all 

these models, Support Vector Machine, Decision Tree and 

Random Forest achieved state-of-art 95.5%, 96.2% and 98.2% 

accuracy respectively at finding the hidden meaning inside the 

large number of comments and therefore determining whether 

there is any hateful event is going on or not. In future, the aim 

will be to make these models more efficient so that it can work 

on other social media. 
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