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Abstract - This paper introduces a state-of-the-art online 

application called "SMART SPEAKER" to improve 

English speaking abilities, especially in public speaking. 

The system uses Machine Learning, Deep Learning, and 

Natural Language Processing Techniques to evaluate the 

user's speech based on various aspects such as Content 

analysis, Flow Completeness analysis, Grammar analysis, 

and Facial Expressions analysis. The tool is designed to be 

user-friendly and simple, providing an easy and efficient 

solution for those looking to improve their English-

speaking skills, gain confidence, and deliver well-

articulated speeches. This system meets the growing 

demand for a practical and effective tool that can support 

English speakers around the world. Through "SMART 

SPEAKER", users can practice and improve their public 

speaking skills. 

Keywords: Text analysis, sentiment analysis, facial expression 

analysis, voice-to-text, content analysis, and speech analysis. 

I. INTRODUCTION 

The ability to speak English is incredibly important in 

today's world. It serves as the global language of 

communication, enabling people from diverse backgrounds to 

connect and understand each other. Proficiency in English 

opens doors to educational and career opportunities, as many 

prestigious institutions and multinational companies require 

strong English skills. Moreover, English provides access to a 

wealth of information and resources online, fosters cultural 

understanding, and allows individuals to express themselves 

effectively. 

Effective communication is crucial in various aspects of 

life, including public speaking, presentations, and 

interpersonal interactions. However, many individuals struggle 

with delivering speeches confidently, maintaining appropriate 

facial expressions, and organizing their ideas coherently. 

Traditional speech coaching methods often require a personal 

instructor or rely on subjective feedback, which can be time-

consuming and expensive. To address these challenges, an 

online tool has been developed that aims to assist individuals 

in crafting and delivering successful speeches. 

The problem lies in the difficulty that individuals face 

when attempting to deliver an impactful speech. They often 

lack guidance on how to effectively express their ideas 

through facial expressions and struggle with grammar errors 

and structuring their speech coherently. Additionally, access to 

professional speech coaches may be limited or unaffordable 

for many people. Thus, there is a need for a convenient and 

accessible tool that can help individuals enhance their speech 

delivery skills, improve grammar proficiency, and ensure 

meaningful content. 

The significance of the proposed online tool is twofold. 

Firstly, it empowers individuals by providing them with a self-

guided platform to develop their speech-making abilities. By 

offering real-time analysis of their facial expressions and 

feedback on grammar errors, the tool enables users to identify 

and rectify their weaknesses independently. This promotes 

self-confidence and fosters continuous improvement in public 

speaking skills. 

Secondly, the tool addresses the issue of accessibility. By 

being available online, it eliminates geographical and financial 

barriers, allowing individuals from various backgrounds to 

benefit from speech coaching. This democratization of speech 

training facilitates personal and professional growth, as 

effective communication is crucial in numerous domains, such 

as business, academia, and personal relationships. 

The research objectives are to develop a comprehensive 

online tool "Smart Speaker" that combines various 

functionalities to enhance users' speech-making abilities. This 

includes analyzing speech content, assessing facial 

expressions, evaluating speech flow, and identifying 

grammatical errors. The tool aims to provide real-time 

feedback on grammar and facial expressions to help users 

refine their delivery and align expressions with the message 

effectively. Additionally, enhancing the tool's natural language 
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processing capabilities will generate accurate speech 

suggestions and improve overall coherence. 

1.1 Literature Review 

In 2014, a novel method for speech recognition utilizing 

Convolutional Neural Networks (CNNs) was introduced by a 

group of researchers led by Aabdel-rahman et al. In this 

research Details [1] on this approach can be found here. Their 

paper describes how CNNs can be effectively applied to 

certain types of speech variables. The study reported 

significant reductions in error rates between 6% and 10% and 

improvements in overall performance compared to other 

methods. 

With this project [2] researchers hope to help a person 

improve their public speaking skills. This is a web-based 

platform. This explains how the speech trainer system 

evaluates many aspects of speech delivery, including fluency, 

pronunciation, and intonation, using various speech processing 

approaches such as speech-to-text, sentiment analysis, and 

prosody analysis. To provide an easy and user-friendly 

product that can be used to boost confidence and make 

expressive speeches. 

In 2016, a smartphone application was developed as 

Team Ummo. All it does is listen to what a user is saying and 

provide instant feedback to improve the user's communication 

skills. This facility is often used by individuals, businesses, 

professional speaking coaches, educators, clients, employees, 

students preparing for interviews and presentations. Designed 

to help users improve their public speaking skills. In addition 

to its speech analysis capabilities, it also includes a series of 

tools and exercises to help users improve their public speaking 

skills. These include customizable practice exercises, guided 

exercises, and real-world scenarios. Overall, the Ummo app is 

a valuable tool for anyone looking to improve their public 

speaking skills.  

This [4] is a speech training software. This software 

provides users with information about their linguistic abilities. 

Here, an average person speaks about 150 words per minute, 

and how to calculate the user's speaking speed relative to the 

total number of words spoken is explained, as well as a mobile 

application designed to help users improve their public 

speaking skills. The app uses artificial intelligence to provide 

feedback and coaching on various aspects of speaking, 

including speed, filler words, and overall fluency. 

II. METHODOLOGY 

This research comprises four main components: a Facial 

Expressions analyzer, Content analyzer, Flow Completeness 

analyzer and Grammar analyzer. The utilization of natural 

language processing (NLP) allows for the analysis of these 

components, while machine learning techniques are employed 

to detect optimal uses for content. Additionally, deep learning 

methods are utilized to analyze user facial expressions based 

on speech. Each of the four components is analyzed 

individually, contributing to the overall research endeavor. 

 

Figure 1: System Overall Architecture Diagram 

2.1 Make the speech videos set up for analysis. 

The system follows a process when a user uploads a 

speech video. First, it converts the video into its audio and 

video components. Then, it uses Google speech recognition to 

convert the audio into text. However, while the tool can 

understand some of the speech's punctuation, it has difficulties 

in identifying full stops. To overcome this issue, the system 

divides the audio file into sections using silences. Each pause 

indicates the end of a sentence, and thus, serves as a full stop. 

At the end, the system incorporates speech-to text conversions 

in audio, video, and other formats as inputs to each of its parts. 

2.2 Emotion Analyzer 

In this part, it is basically to analyze how the speaker‟s 

facial expressions are used based on emotions and to give 

score for it and comments regarding the appropriate use of 

facial expressions. 

2.2.1 Using audio converted to text (NLP), identify emotions 

This method provides emotional recognition by 

extracting relevant content from changing content. The system 

first uses the converted words and first goes through some 

steps so that the tokens are extracted from the thought words. 

The first steps include removing all stops and punctuation, 

tokenization, and lexicalization. In addition, the token set is 

checked from the dictionary of thought words. To analyze the 

view in the text, the glossary was created manually from 

various views. Of the main words, "adjectives, adverbs, 

idioms or conjunctions" will be in the emotional category. The 

system then uses a dictionary to determine the meaning of the 

thought in the converted speech. The system then performs a 

sensitivity analysis using NLTK's Emotional Strength 

Analyzer model to identify core emotions such as anger, 
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happiness, neutrality, and sadness. This is a simple way to 

measure emotion. Then put the logical expression into an 

array [5-6]. 

2.2.2 Using video analysis, identify emotions 

Convolutional neural networks (CNN) have become an 

important method in various image classifications, computer 

vision, image processing and face recognition. CNNs have 

performed excellently in tasks related to image analysis, 

recognition and classification. CNNs have proven to be the 

best at image classification compared to other methods, 

making them a good, automated product extractor. In this 

study, a CNN-based method is proposed to create a face 

recognition system. The classification algorithm is based on a 

deep convolutional neural network (DCNN) and uses 

proprietary algorithms. The design process includes the input 

process, the convolution process, the nonlinear process, the 

layers, and the full layers. Leveraging the power of CNNs, the 

model aims to accurately classify facial expressions real time 

applications.  

Deep learning models developed to analyze the speaker's 

face or thought using the video their speech. The model is 

trained on the Fer2013 dataset, which consists of seven 

emotional categories including Angry, Abhorrence, Fear, 

Happiness, Sadness, Surprise, and Neutral. However, for the 

sake of accuracy, the trained model focuses on Recognizing 

four primary emotions: Angry, happy, sad and neutral. The 

system takes the outputs from the emotion recognition 

process, which involves analyzing both compare video and 

text files and results. By comparing the recognized emotions 

in the speaker's facial expressions with the content of their 

speech, the system produces a score that indicates the degree 

of alignment between the two. This analysis helps determine 

whether the speaker's facial expressions match the emotional 

content of their speech. [7-9] 

2.3 Content Analyzer 

2.3.1 The System, Identifies the introduction part, body part, 

conclusion part [10-11] 

Table I 

Introduction First 10%-15% part of the speech 

Content Middle Part 

Conclusion Last 10%-15% part of the speech 

 

Use best practices [12]  

First, in this section, the introduction and conclusion of 

the speech examine and evaluate how well the system uses 

best practices. In general, the best practices for introductions 

are to start with a strong statement. Start by posing rhetorical 

questions, start with an interesting speech, start with a 

compelling quote. Starting by asking a question. There are 

some best practices for ending a speech. Summarizing the 

main points, reminding the main thesis or central idea of the 

speech, ending with a memorable quote, inspirational speech 

or powerful speech related to the topic, ending the speech with 

a rhetorical question, ending with a punch quote, ending by 

asking a question, etc.  

It can be shown as a best practice to use asking a question 

for both introduction and conclusion. The system is identified 

as a question based on the pattern of a certain sentence. 

2.3.2 Check content relativity 

First, system retrieves the title and checks for similarities. 

This is done between all words in the content of the speech 

and with all words related to the topic [13]. The system returns 

the count for this. Once the system scores, all scores will be 

added up. The system performs relative presentation by score. 

Table II 

Relativity Percentage Marks Status 

Totally Irrelevant 0% Bad 

partially related 0% - 40% Good 

related 40% - 80% Very Good 

fully Related 80% - 100% Excellent 

2.3.3 Check the clearance of the content 

The clarity of a speech in public speaking is influenced 

by several factors: speed of speech, sentence structure, and 

word choice. The speed at which a speaker delivers their 

speech can impact how well the audience understands and 

follows the message. A normal person speaks between 125 

and 150 words per minute [15]. Speaking too fast overwhelms 

listeners while speaking too slowly can lead to disconnection. 

Finding a comfortable pace is crucial for clear pronunciation 

and audience comprehension. To assess speech clarity, the 

system encodes the speech word by word and calculates the 

number of words in the submitted text. 

WPM = Words Per Minutes  

Speaking rate (wpm) = Total words / Number of minutes  

 Words Per Minute < 125 – slow  

 Words Per Minute > 150 – high  

This section focuses on providing feedback on the user's 

speech speed. 
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2.3.4 Content Suggester 

Suggests key information related to the topic. The system 

automatically searches the Internet using keywords. The 

system shows the found information to the user as other 

options. The computer performs an automatic search on 

YouTube for lectures on the user's topic. 

2.4 Flow Completeness Analyzer 

The effectiveness of a speech largely depends on its flow, 

and this system aims to analyze it based on two key factors. 

The first factor is to identify the use of pause fillers and filler 

words by the speaker. This analysis helps to recognize areas 

where the speech may lack coherence or need improvement. 

The second factor involves identifying if the speaker repeats 

certain words or gets stuck in silence during the speech. This 

analysis helps to determine if the speaker is having difficulty 

conveying their message effectively. Together, these factors 

help the system to evaluate the flow of the speech and provide 

feedback to the user for improvement. 

2.4.1 Detect the pause fillers and filler words score of the 

speech 

Filler words are often used in discourse to mark pauses or 

hesitations, but they do not contribute any meaningful 

information to the speech. These words can have a negative 

impact on the coherence and flow of discourse. To address 

this, the system first converts the audio component of 

Relativity Percentage Marks Status Totally Irrelevant 0% Bad 

partially related 0% - 40% Good related 40% - 80% Very 

Good fully Related 80% - 100% Excellent discourse into text 

and then tokenizes the text into individual words. It then 

checks for the presence of using a filler words dictionary that 

has been compiled from various sources. The system displays 

the identified filler words and their corresponding score to the 

speaker, helping them to identify areas where they may need 

to improve their speech. [16-18]. 

Filler words, as opposed to pause fillers, are sounds used 

to signify a pause or reluctance in speech, for example "mmm" 

or "ah," and can't be turned into text by Google's speech 

recognizer. This system uses the wav audio file and the pydub 

library to recognize and calculate the frequency rates of the 

pauses in the fillers in order to detect the frequency of pause 

fillers in a speech. The FPM value is then generated using this 

data, giving the speaker a precise estimation of the proportion 

of pause fillers in their speech. 

The formula for FPM calculation is: 

 

FPM = Filler Pauses Per Minute 

2.4.2 Recognize the repeated words and silent phases 

To analyze the flow of discourse, the system examines 

the speech's audio file for instances of inappropriate silences 

and word repetitions, which can adversely impact the speech's 

coherence. The system establishes a threshold value for 

silence phases, and if the users remain silent for longer than 

this limit, it is identified as an unsuitable silent phase. 

Moreover, the system detects repeated words or phrases by 

utilizing Google speech recognition to convert the repetitions 

into text, which is then analyzed using a basic algorithm to 

determine which words were repeated and were. This 

examination aids the system in identifying areas of the speech 

where the speaker may require improvement in their delivery 

and flow [19]. 

2.5 Grammer Analyzer 

2.5.1 Analyze the grammatical precision 

The speech is initially inputted into the system as an 

audio file. A model called "T5" (Happy-Text-To-Text) is 

utilized to analyze the grammar, yielding precise results. 

Accuracy is crucial in selecting a model, and T5's capabilities 

ensure a highly accurate grammar analysis. Once the analysis 

is complete, the system presents the identified grammar errors 

alongside their respective corrections. The output is designed 

to be user-friendly and comprehensive, providing a clear 

overview of the errors and their corrected versions. 

In addition to the visual display of errors and corrections, 

the system goes a step further by converting the corrected text 

into an audio format. This audio output enhances the user 

experience, allowing individuals to hear the corrected version 

of their speech. By providing both visual and auditory 

feedback, the system caters to different learning styles and 

offers a more comprehensive understanding of grammar 

errors. 

Overall, this approach combines advanced natural 

language processing techniques with the T5 model for 

accurate grammar analysis. It not only identifies errors in the 

speech but also provides a user-friendly interface displaying 

the errors and their corrections [21-25]. 

2.5.2 To evaluate grammatical complexity 

To evaluate grammatical complexity, the system uses a 

sentence tokenizer to turn the text into sentences, and then it 

uses a proprietary algorithm to count the words in each phrase. 

This helps identify long sentences that may need to be split. 

Additionally, conjunctions are identified through dependency 
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phrasing, which aids in detecting potential grammatical errors 

and improving sentence structure.  

Moreover, the system generates an audio output of the 

corrected speech, enhancing the overall usability and 

accessibility of the system. 

III. RESULTS AND DISCUSSIONS 

Here in our testing process, we did this in several rounds 

of testing. The details of their results are given below. They 

are correct information. The first step is to convert the words 

contained in the speech entered into the user system into a 

text. Here the words and punctuation marks are also converted 

into a text. This is a process that affects our entire system. 

Table II shows the results of converting our words into text. It 

is clear that the accuracy of identifying the correctness of a 

certain word was at a very high level. Usually, when 

converting the words of a speech into a text, things like 

punctuation marks are not translated correctly. There we got a 

low accuracy. Therefore, this was done by the mechanism 

called Google speech recognition. There we were able to get 

more accuracy. 

Table III: Accuracies for converting speech into text 

Conversion Accuracy 

Words 90%-95% 

Punctuations 75%-85% 

Analyzing the user speech introduction part and 

conclusion part of the speech under the content analysis 

component was able to reach an overall accuracy of 90%- 

95%. The same method is used to identify these two parts. The 

scores of both were equal. And we trained a model to 

recognize selected quotes and poems. The accuracy of 

correctly identifying these two parts was 91%.We used 

Random Forest Algorithm and Doc2Vec tool to do it. The 

results obtained here are shown in Table IV. 

Table IV: Quotes/poems identifying model accuracies 

 

Regarding checking the relativity of the content of the 

speech, we entered 3 videos and got the results. Comparing 

the words of the user entering the speech and the topic of the 

speech and the words related to the topic gives better 

accuracy. Here, a value of 75% - 85% was obtained as the 

safety value. The result is shown in the table below. 

Table V: Content relativity actual results 

 

In analyzing the clarity of the speech, the pace of the 

speech should be taken into account. To do that we used a 

mechanism called WPM. Here we got about 95% accuracy. 

The pace of the speaker varies from speech to speech. 

Therefore, the average speed is taken into account here. 

Under the flow completeness analysis component, all 

filler words, repeated words, and silent phase detection were 

done and it was possible to reach 85%-90% accuracy. Here, 

the ZERO short classification model was used to identify filler 

words. And the accuracy of displaying the filler words 

contained in the speech submitted by the user was about 90%. 

A model called "T5" (Happy-Text-To-Text) provided 

more than 90% accuracy for checking grammatical errors. 

And the accuracy of displaying grammar mistakes contained 

in the speech submitted by the user was about 90% - 95%. 

Also, the accuracy of converting the audio file of the user's 

speech to a text and correcting the mistakes in the grammar 

system and converting it back to an audio file was about 85%. 

The Fer2013 dataset is an open source data collection 

model that is part. Pierre-Luc Carrier and Aaron Courville 

continue the work. The document was originally created for 

internal use, but was later made available to the public in a 

Kaggle competition prior to ICML 2013. It comprises 

grayscale face images with a size of 48x48 pixels, each 

depicting various emotions. The dataset contains a total of 

35,887 images, with 80% allocated for training the model and 

20% for testing. The performance of the model, including the 

accuracy of each expression during evaluation, is presented in 

Table VI. Furthermore, the model achieved an accuracy 

ranging from 85% to 90% in sentiment analysis, specifically 

in identifying emotional states from the converted text. 

Table VI: Emotions identifying model accuracies 
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IV. FUTURE WORK 

The lack of comprehensive online tools for practicing 

public speaking skills has been the driving force behind this 

project. The small step taken through this initiative aims to 

address speech disfluencies from the perspective of speakers, 

with a larger goal of improving the current system based on 

factors such as pronunciation, grammatical error analysis of 

speech, etc. Personalized plans will be offered to users to 

enhance their public speaking skills, and the system will 

provide them with the opportunity to follow these plans.  

Enhancing the user experience is a key aspect of future 

work, which involves the creation of a simulated artificial 

audience. This feature aims to provide speakers with a more 

realistic practice environment, allowing them to gauge and 

refine their performance effectively. However, it is essential to 

acknowledge that achieving high accuracy in this domain is a 

complex task, as it involves translating the intricacies of 

human speech into computer algorithms. Nonetheless, 

continuous efforts will be made to improve the accuracy of the 

system by incorporating new functionalities and leveraging 

advanced analysis techniques.  

In essence, the future work of this project will focus on 

filling the gap in online resources for honing public speaking 

abilities. Advancements in the field will be pursued, and the 

project will strive to offer users an immersive experience that 

fosters skill development. The approach will be continually 

refined to provide users with a valuable tool for enhancing 

their public speaking skills. 

V. CONCLUSION 

In recent years, there has been a growing demand for an 

online tool that comprehensively analyzes public speaking 

skills in the English language. Addressing this need, this paper 

presents an innovative approach through the introduction of an 

online tool called "Smart Speaker." The primary objective of 

Speech Master is to assess and evaluate various aspects of 

English speech delivery, including content, grammar, 

linguistic efficiency, expressions, and overall speech flow. To 

accomplish this, distinct algorithms were developed utilizing 

advanced techniques such as Natural Language Processing 

(NLP), deep learning, and machine learning. Each algorithm 

focuses on specific components of speech delivery, enabling 

"Smart Speaker" to provide a thorough analysis. The system 

has attained a remarkable overall accuracy rate of over 80% 

by improving the effectiveness of these algorithms. This 

solution is distinctive since no other product offered a self-

speech evaluation service that was fully operational and 

focused on users at this level before "Smart Speaker”. Here is 

the proof that a smart SPEAKER device improves and greatly 

helps any person's ability to create a successful speech. Its 

availability and user-friendly interface make it a valuable 

resource for diverse users aiming to improve their English 

public speaking abilities. 
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