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Abstract - The rise in theft incidents within institutional 

spaces has prompted the need for innovative security 

solutions. In response to this challenge, our research 

focuses on the development and implementation of a 

comprehensive theft prevention system through object and 

pose detection technologies. We employ cutting-edge 

techniques and models to safeguard institutional property 

and create a secure environment. For object detection, we 

leverage the powerful ”Segment Anything” model, which 

enables us to identify and track objects within the 

institutional space. This model provides us with a robust 

foundation for monitoring and safeguarding valuable 

items. In our pursuit of advanced object detection and 

classification, we explore the capabilities of multiple 

machine learning models, including Ridge, Logistic, 

Random Forest, and Gradient Boosting. These models 

enhance our ability to accurately classify objects and 

further strengthen our theft prevention strategies. 

Additionally, we utilize the state-of-the-art Media pipe 

Holistic model for real-time pose detection, enabling us to 

identify human poses and behaviors within the 

institutional space. This valuable insight adds an extra 

layer of security by recognizing suspicious activities and 

potential threats. Our research encompasses a holistic 

approach to security, integrating object and pose detection 

to ensure the highest level of theft prevention. By 

combining these technologies, we aim to significantly 

reduce theft incidents and enhance security within 

institutional spaces. As we continue to advance our 

research, we anticipate future challenges and complexities 

related to the integration of these technologies. This 

research sets the stage for ongoing exploration and 

innovation in the realm of institutional security, ultimately 

contributing to safer and more secure environments. 

Keywords: Institutional security, Theft prevention, Pose 

detection, Human behavior analysis, Object tracking, Item 

recognition, Surveillance technology, Convolutional Neural 

Networks, Media Pipe library, Real-time alerting, human 

detection, object detection, You Only Look Once, Segment 

Anything Model. 

 

I. INTRODUCTION 

In a rapidly evolving era where technology plays an 

increasingly pervasive role in our lives, the identification and 

monitoring of individuals and objects have transcended mere 

convenience to become integral to a myriad of applications. 

From surveillance systems bolstering security to autonomous 

vehicles navigating our streets, and from interactive 

experiences in the realm of human-computer interaction to the 

management of assets in institutional spaces, the demand for 

precise, real-time detection, and tracking algorithms has 

grown exponentially. 

Traditionally, object identification methods have 

demonstrated their proficiency in recognizing objects and 

delineating their boundaries. Techniques such as You Only 

Look Once (YOLO)[1] and region-based convolutional neural 

networks (R-CNN) have provided robust means to identify 

objects and their spatial extent. However, they face significant 

challenges when confronted with concealed items, intricate 

environmental settings, and the rapid dynamics of real-world 

scenarios. This research, in response to the limitations of 

traditional approaches, pivots towards a novel and holistic 

approach. We recognize that in the realm of institutional 

security and asset management, it is not only the objects but 

also the behaviors and postures of individuals that demand 

attention. Therefore, this study ventures beyond the confines 

of traditional object detection to craft a comprehensive system 

for real-time identification and tracking, encompassing both 

individuals and their postures. 

The scenario this research addresses is a critical one: the 

prevention of theft and the enhancement of security in 

institutional spaces. Offices, schools, government facilities, 

and numerous other institutions house valuable assets that are 

susceptible to theft.[4] Recent trends have demonstrated the 

pressing need for effective security systems that can 

successfully combat these threats. Consequently, this research 

extends its reach beyond object detection to advance the 

recognition of human behaviors,[2] validation of object 

ownership, human proximity detection,[6] and most notably, 

pose identification,[5] which plays a pivotal role in theft 

prevention. Our approach involves not only the innovative use 
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of state-of-the-art algorithms and technologies but also a 

careful consideration of the legal, operational, and commercial 

aspects of implementing such a system. To ensure its 

effectiveness and compliance with legal frameworks, we 

engage in a thorough requirement-gathering process, involving 

stakeholders ranging from end-users to security professionals 

and surveillance experts. 

The core of our research lies in the implementation phase, 

where we harness the synergistic power of algorithms like 

RCNN, YOLO, and the Segment Anything Model (SAM) to 

create a comprehensive detection and tracking system. SAM, 

known for its prowess in computer vision and deep learning, 

employs segmentation techniques to ensure accurate instance 

recognition,[3]thus enabling precise tracking and 

identification of both objects and individuals.[24] 

Furthermore, we delve into the realm of pose detection, 

employing powerful algorithms such as Logistic regression, 

Ridge Classifier, Random Forest Classifier, and Gradient 

Boosting Classifier in combination with Media Pipe’s Holistic 

model.[7] This critical feature distinguishes between routine 

and potentially suspicious behaviors, enabling timely 

notifications and proactive interventions to deter theft and 

enhance institutional security. 

As a result, this research aims to significantly improve 

the effectiveness and efficiency of security-related tasks in 

institutional contexts. It brings together the technological, 

legal, and operational aspects of security system development, 

with a focus on making institutional environments safer, more 

secure, and resilient in the face of evolving security 

challenges. 

In conclusion, this study offers an integrated approach 

that merges object and human identification methods with 

advanced pose detection,[8] underpinned by the capabilities of 

the Media pipe Holistic model and four powerful classifiers. 

This fusion of innovation, rigorous testing, and strategic 

insights has the potential to redefine security systems, 

ensuring that institutional spaces become not only more secure 

but also more adaptable and responsive to emerging security 

threats. 

 

Figure 1:  Human and Object Detection 

II. METHODOLOGY 

A) Pose detection and theft prevention System Design and 

Development 

The proposed posture detection and theft prevention 

system incorporates extensive requirements and a robust 

architectural framework. It leverages essential elements, 

including MediaPipe for posture recognition, CNN classifier 

models for sequential behavior analysis, and soft computing 

approaches for informed decision making. A meticulously 

curated data set, enriched with annotated posture and behavior 

data, supports algorithm training and system assessment. 

Development of Algorithms: The development phase 

commences with real-time posture detection utilizing the 

MediaPipe framework. Subsequently, we employ four main 

classifiers, namely Ridge Classifier, Gradient Boosting 

Classifier, Random Forest Classifier, and Logistic Regression, 

to analyze consecutive behavior patterns obtained from 

posture data. Ridge Classifier stands out as the most accurate 

classifier, and it is particularly well-suited due to its 

regularization and interpretability. These classifiers work in 

harmony with pose detection, hand detection, and facial 

expression detection components to identify potentially 

suspicious activities.[11] 

Refinement and Optimization: The choice of the Ridge 

Classifier is further refined and optimized to suit the data set. 

Its high interpretability and efficiency, especially when 

dealing with data regularization, make it a prime choice. The 

L2 regularization it employs helps combat overfitting, 

ensuring a more robust and generalizable model. The Ridge 

Classifier’s linear simplicity enhances interpretability, and its 

balance between bias and variance contributes to model 

stability. It effectively manages issues related to 

multicollinearity and can handle large data sets with ease. 

Testing and Evaluation: Data preparation is crucial for 

consistency, and a stratified dataset is generated for training 

and testing. The holistic model provided by MediaPipe, which 

encompasses 32 body keypoints, 21 hand keypoints, and 468 

facial keypoints, undergoes extensive training and validation 

for behavior analysis. To assess the system’s effectiveness in 

identifying suspicious activity, performance metrics such as 

accuracy, precision, and recall are employed. A real-world 

deployment in institutional settings provides insight into the 

system’s real-time performance. 

Commercialization Analysis: Market research efforts 

include a comprehensive examination of the security solution 

and its competitive environment. This includes competitor 

analysis, understanding consumer preferences, and keeping 

abreast of market developments. A cost analysis is performed 



International Research Journal of Innovations in Engineering and Technology (IRJIET) 

ISSN (online): 2581-3048 

Volume 7, Issue 11, pp 160-169, November-2023 

https://doi.org/10.47001/IRJIET/2023.711023  

© 2023-2017 IRJIET All Rights Reserved                     www.irjiet.com                                        162                                                                    
 

to estimate development, deployment, and maintenance costs. 

The system’s value proposition, which emphasizes cost 

savings and improved security standards, is highlighted. A 

unique aspect of this solution is its ability to use low-quality 

CCTV footage, making it easier to implement in institutional 

spaces. 

User-Centric Approach: Stakeholder involvement is 

integral to ensuring usability and effectiveness. Feedback 

loops are employed in the iterative refinement process to 

continuously enhance algorithms and system components. 

Regular communication with stakeholders ensures system 

flexibility and alignment with emerging security paradigms. 

The research approach combines quantitative and qualitative 

techniques, incorporating user input, case studies, performance 

indicators, and computing efficiency to provide 

comprehensive insights into system performance and practical 

efficacy.[12] 

In summary, this comprehensive approach combines 

novel algorithms, including pose detection using 

classifiers,[13] within the system’s architecture to enhance 

institutional security. The combination of item detection, 

identification, posture detection, and sophisticated theft 

prevention tactics results in a system that effectively 

reinforces security measures and mitigates threats, particularly 

through the identification of suspicious activities. 

 

Figure 2: Suspicious accuracy 

B) Advanced Object Tracking and Human Recognition for 

Enhanced Security 

The revised research plan, with an emphasis on pose 

detection for theft prevention and the detection of suspicious 

activities, can be summarized as follows, 

Gathering Requirements: To address the constraints and 

challenges of object detection and tracking,[10], [17] the 

proposed research aims to develop a cutting-edge software 

approach that integrates the Segment Anything Model (SAM) 

with traditional object detection algorithms such as YOLO 

[16] and region-based convolutional neural networks (R-

CNN). Additionally, we introduce pose detection using 

classifiers, with the Ridge Classifier being the most accurate, 

alongside Gradient Boosting, Random Forest, and Logistic 

Regression classifiers. Furthermore, we incorporate real-time 

pose estimation using the Media Pipe Holistic model. The 

research technique is divided into several essential phases. 

Feasibility Study: A comprehensive feasibility study is con- 

ducted to evaluate the technical, financial, operational, legal, 

and scheduling aspects of implementing this system. This 

analysis ensures that the system can be developed successfully 

while adhering to all relevant laws and regulations. It also 

investigates the feasibility of real-time performance without 

compromising accuracy, especially in the context of pose 

detection for theft prevention.[14] 

Integration of Algorithms: During this phase, the R-CNN, 

YOLO, SAM, and pose detection classifiers are merged to 

create a reliable object detection,[15] tracking, and pose 

detection system.[18] The integration process focuses on 

harnessing the strengths of each algorithm to enhance overall 

system performance. Particular attention is given to SAM’s 

instance segmentation and semantic segmentation techniques 

to improve object identification at the pixel level, particularly 

in identifying suspicious activities.[27] 

Performance Evaluation: The integrated system is subject 

to extensive assessment and testing for performance, 

reliability, and compliance with stakeholder requirements. The 

evaluation criteria include precision, recall, F1 score, and the 

system’s ability to detect and respond to suspicious activities 

in real- time. Diverse data sets, including challenging 

scenarios, are used to thoroughly review the system’s 

capabilities. 

Refinement and Optimization: Continuous assessment 

and optimization of the integrated system are undertaken to 

en- hance performance, dependability, and stakeholder 

compliance. The accuracy and efficiency of object detection, 

tracking, and pose detection, especially in the context of 

identifying suspicious activities, are evaluated using various 

criteria.[28] Analysis of Commercialization: The research not 

only explores the technical aspects but also  delves  into  

potential commercialization strategies for the technology, with 

a strong emphasis on theft  prevention  through  the  detection 

of suspicious activities. Applications in areas such as object 

ownership management, asset tracking, and loss prevention 

are thoroughly investigated. The research addresses technical 

challenges, targeted marketing strategies, collaborations with 

security firms, and scalability issues to ensure the effective 

commercialization of the technology. The research approach 

combines quantitative and qualitative methods, including 
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stakeholder interviews, user feedback, case studies, 

performance indicators, and computing efficiency assessments 

to gain insightful perspectives on theft prevention through 

pose detection and the detection of suspicious activities.[19] 

III. BACKGROUND 

The YOLO algorithm has drawn a lot of attention in the 

area of object recognition. Realtime object identification is 

achieved by YOLO, which uses a single neural network to 

predict both the bounding boxes of objects and the class 

probabilities associated with those bounding boxes. The 

algorithm is appropriate for a variety of applications, including 

video surveillance and autonomous cars, due to its speed and 

precision. YOLO, however, might have trouble spotting small 

targets and obscured objects.[46] The region-based 

convolutional neural network (R-CNN) is another well-known 

approach to object detection. R-CNN employs a two-stage 

methodology in which initial object recommendations are 

generated, followed by their classification and improvement. 

Due to the proposal-generating process, this method achieves 

excellent accuracy but suffers from sluggish calculation time. 

Faster R-CNN and Faster R-CNN have also been suggested as 

ways to overcome this issue. Object detection and instance 

identification both heavily rely on segmentation. Instance 

segmentation and semantic segmentation techniques are 

combined in the Segment Anything Model (SAM) , which  

gives  a fresh solution. SAM does pixel-level segmentation to 

divide things and precisely identify unique instances. The 

detection process is improved and obstacles provided by 

complex scenes and obscured objects are overcome thanks to 

the integration of instance and semantic segmentation. In 

earlier investigations, the topic of human detection and 

tracking in video surveillance was also covered. A cognitive 

science method for human identification and tracking, taking 

pose variation,[20] occlusions, and lighting conditions into 

account. The study provided a thorough framework for 

accurate and reliable tracking that takes into account human 

perception and context modelling. The Impression Network 

has been introduced as a deep learning-based technique for 

video object recognition. This network enhances object 

detection ability by combining visual and motion inputs. The 

Impression Network improves accuracy and robustness in 

video object detection tasks by recording spatiotemporal 

information. These earlier works emphasise the value of 

precise object recognition and tracking across a range of 

applications, as well as the difficulties presented by 

complicated environments[29], occlusions, and irregular item 

shapes or textures. Segment Anything Model (SAM) 

combined with well-known detection algorithms like YOLO 

and R-CNN offers a viable way to get around these issues and 

improve performance in real-time applications.[21] 

In the realm of pose detection and theft prevention, this 

research employs a comprehensive, multi-faceted approach 

that combines various components, including pose detection 

utilizing classifiers,[23] with a primary focus on the Ridge 

classifier due to its exceptional accuracy, along with other 

classifiers such as gradient boosting, random forest, and 

logistic regression. What sets this system apart is its unique 

integration of these classifiers to detect and assess human 

posture,[34] offering an unparalleled solution for real-time 

theft prevention and anomaly detection by analyzing human 

behavior, gestures, and emotions. This research leverages the 

power of the MediaPipe Holistic model, a state-of-the-art 

computer vision tool that provides precise information on 21 

hand key points, 32 body key points, and 468 facial 

landmarks, enabling real-time estimation and analysis of 

human body poses and expressions. The innovation in this 

research lies in the convergence of posture detection, hand 

detection, and facial detection to create a holistic approach for 

applications like real-time theft prevention. By scrutinizing 

human activity, gestures, and emotions, the system can 

effectively determine whether an action is suspicious or not. 

It’s essential to note that previous research has typically not 

employed all these models together, nor have they 

incorporated the detection of face, body, and hand poses to 

assess the suspiciousness of activities, making this research a 

pioneering effort in the field of security and anomaly 

detection.[25] 

IV. RESEARCH GAP 

The discussion of the results and their implications 

incorporates insights from both publications to emphasise the 

importance of the study findings and their significance to 

enhancing institutional security. 

A) Pose Detection and Theft Prevention 

In the second study, the focus is on advanced posture 

detection and its benefits to institutional security. Traditional 

security systems, while extensively utilised, have limitations 

when it comes to tracking human behaviour in real time and 

preventing theft. Deep learning and computer vision 

technologies, particularly convolutional neural networks 

(CNNs), provide possibilities for addressing these drawbacks. 

The combination of posture detection techniques with CNN 

models, as demonstrated by MediaPipe, is a milestone. 

Accurate detection of human postures and motions,[30] paired 

with advanced algorithms that take into account hand motion 

and hand- object contact, improves the ability to detect theft 

attempts and suspicious behaviour. Additionally, the system’s 

ability   to analyse and interpret human behaviour was 

enhanced by the combination of posture detection techniques 

with machine learning models like Ridge classifier. The 
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technology showed better theft prevention skills by taking into 

account both hands’ movements and their interactions with 

things. The study’s outcomes showed the system’s capacity to 

accurately identify and categorise items in institutional 

settings, thus reinforcing the security framework. With the 

help of CNN based algorithms, the object recognition and 

recognition component,[37] which enabled accurate tracking 

of valuable items and reduced the danger of prohibited access, 

attained excellent precision and recall rates. In order to 

authenticate users and strengthen access control measures, the 

system also included human recognition techniques, such as 

facial recognition algorithms. The technology has the ability to 

increase the general security of institutional locations due to 

the high accuracy rates attained when identifying people based 

on their physical features. While this project has made 

significant advancements in pose detection and theft 

prevention,[26] there are several avenues for future work and 

improvement. The following are some potential directions for 

future research: Implementation in Real-Time: The system is 

currently being evaluated mostly based on its offline 

performance. Future study should concentrate on deploying 

and implementing the system in real-time settings while taking 

the computing needs and latency restrictions for actual 

applications into consideration. The system achieved a high 

degree of accuracy in recognizing the posture and movement 

of people through the application and fine- tuning of cutting-

edge pose identification algorithms, such as MediaPipe. The 

technology accurately and reliably identified stealing attempts 

by examining the accurate movements of hands and items. 

This proactive method of preventing theft may significantly 

decrease the possibility of loss and improve overall security 

measures. In conclusion, there is tremendous opportunity for 

improving security in institutional settings with the creation of 

a thorough item tracking and people identification system that 

focuses on posture detection and theft prevention.[22] Future 

research and development will enable us to make substantial 

advancements in reducing the danger of theft, assuring the 

protection of valuable belongings, and strengthening the entire 

security infrastructure. In the context of landmark 

visualisation and detection for facial expression analysis, a 

range of machine learning models, including logistic 

regression, Ridge classifier, random forest classifier, and 

gradient boosting classifier, are employed to recognize 

anomalies within the dataset. The selection of the Ridge 

classifier, among others, can be attributed to its advantageous 

regularisation properties, which help prevent overfitting and 

contribute to higher interpretability. Meanwhile, the Random 

Forest and Gradient Boosting classifiers are leveraged for their 

abilities to capture complex relationships in the data and 

improve predictive accuracy. This analysis is complemented 

by the utilisation of the MediaPipe Holistic Model for real-  

time human body analysis through computer vision 

techniques, providing  21  hand  key  points,  32  body  key  

points,  and 468  facial  landmarks.  What  sets  this  research  

apart  is  the integration of three critical components: hand 

detection, which facilitates the understanding of hand 

gestures; facial expression analysis, utilising the 468 

landmarks to recognize and assess emotions and expressions; 

and posture detection, using the body key points to analyse 

body postures, collectively forming a comprehensive system 

for understanding human behaviour, emotions, and 

interactions. This interdisciplinary approach has the potential 

to find applications in diverse fields, spanning healthcare, 

entertainment, human-computer interaction, and security, 

among others. 

B) Object Detection and Tracking Integration 

The object recognition and tracking study findings show 

the effectiveness of using the Segment Anything Model 

(SAM)[36] and YOLO to construct customised item 

identification models. The technique, which included a large 

dataset and exact labelling with SAM, resulted in accurate 

training data for the YOLO model. This method aided in the 

recognition and comprehension of certain object types. The 

approach solved issues posed by complicated sceneries, 

obstacles, and irregular item forms by combining SAM’s exact 

labelling with YOLO’s powerful identification capabilities. 

SAM’s instance segmentation improved pixel level object 

localisation, resulting in accurate and dependable item 

identification and tracking. This integration not only 

demonstrates improved detection accuracy, but also scalability 

and economic feasibility. The approach’s flexibility to many 

item categories and the opportunity for customised detection 

systems increase its real- world application. The outcomes 

show how well the suggested method for integrating SAM and 

YOLO to train an individual object identification model 

works. The enormous dataset could be efficiently and 

precisely labelled thanks to the use of SAM, which produced 

high quality training data for the YOLO model. This method 

provides a workable and scalable answer for developing object 

identification models for diverse object classes. This method’s 

flexibility to various items is a noteworthy benefit. The same 

approach may be replicated for several object categories by 

simply uploading photographs and using SAM for labelling 

thanks to SAM’s ability to recognize and label objects. This 

makes it possible to train unique models for a variety of items, 

improving the detection precision for each unique object class. 

The difficulties created by complicated scenes, occlusions, and 

irregular object shapes are also addressed by the integration of 

SAM and YOLO. Through the segmentation of objects at the 

pixel level, SAM’s instance segmentation capability increases 

the localisation accuracy.[9] This fine-grained segmentation 

produces reliable and accurate item identification and tracking 

when combined with the strong object recognition capabilities 
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of YOLO. The suggested method also shows promise for 

commercial applications and scalability. The capacity to train 

unique object identification models opens new possibilities 

highly accurately for a number of industries, including 

security monitoring, asset tracking, and theft avoidance.[41] 

The method’s adaptability enables the development of 

customised detection systems to meet certain needs and object 

types. But there are some limitations that need to be 

understood. For some specialised item categories, getting 

sufficient and diverse training data may be difficult because of 

the reliance on a huge dataset of labelled photos. Variations in 

image quality, lighting, and the existence of occlusions may 

also have an impact on how effective the method is. The 

results demonstrate the efficiency of the suggested approach 

for developing unique object identification models by 

combining SAM and YOLO. Improved detection accuracy, 

adaptability to different object categories, and scalability for 

commercial applications are all features of the technique. 

Future  studies  could  concentrate on overcoming the 

drawbacks, such  as  gathering  a  variety of training datasets 

and boosting the approach’s robustness    to difficult 

circumstances.[42] However, restrictions due to specific item 

categories and image quality variations should  be recognized. 

The method’s usefulness may be hampered by its need on a 

diverse dataset for particular things. 

While deep learning algorithms have made tremendous 

advancements in the field of object detection and tracking, 

there are still several research gaps that need to be filled in 

order to increase the precision and efficacy of these methods. 

The next research hole has been found. You Only Look Once 

(YOLO) and region-based convolutional neural networks (R- 

CNN), two existing object detection algorithms, have 

demonstrated impressive performance in identifying objects in 

still or moving image frames. However, dealing with 

complicated scenes, occlusions, and objects with erratic 

shapes or textures can be difficult for them. These restrictions 

make it difficult for them to detect items in real world 

situations accurately. Furthermore, the detection of small 

objects continues to be a problem for the algorithms used 

today. Small objects are frequently used in applications like 

surveillance systems, yet current algorithms can easily miss 

them or misclassify them. For object detection systems to 

perform better overall, small target detection accuracy must be 

increased.  In addition to the aforementioned gaps, another 

major difficulty is obtaining real-time performance without 

sacrificing accuracy. Real-time object detection and tracking 

are challenging to accomplish due to the high computational 

cost of many available algorithms.[43] For practical 

applications, it is crucial to create  effective and optimised 

algorithms that can process video data in real time. 

Additionally, good instance segmentation and semantic 

segmentation technique integration are required. While 

semantic segmentation adds semantic labels to each pixel, 

instance segmentation concentrates on detecting specific 

objects within a picture. It is feasible to accomplish more 

accu- rate object detection and instance identification by 

combining these two methods. The development of systems 

that smoothly combine various segmentation approaches for 

increased item detection accuracy, however, still faces a 

research gap.[44] The examination of user-specific 

requirements is  essential  for creating specialised and 

successful item identification and tracking systems. It is 

crucial to comprehend the particular needs, difficulties, and 

expectations of end users, security employees, and 

surveillance specialists to create solutions that meet their 

particular needs. However, there hasn’t been much study done 

in this area, which emphasises the need for thorough user-

specific demand analysis. 

V. RESULTS 

The data we collected was crucial for both the training 

and validation of our models. This varied dataset, which 

included a range of facial and body images, was essential in 

enhancing our models,[26] ensuring they are resilient and 

versatile in real-world situations. Our system demonstrated 

remarkable performance in real-time object detection and 

tracking, providing a solid foundation for theft prevention and 

pose detection in various settings. 

A) Enhanced Security through Advanced Pose Detection 

According to the data we collected, we used 4 classifiers   

to get the more accurate results, with the test data there is a 

prediction, whether the activity occurring is suspicious or not, 

and have the body landmark results for the suspicious 

activities. For the accuracy of the results, we selected 4 

classifiers, those are Ridge classifier, Random Forest 

Classifier, Logistic regression, and Gradient boosting 

classifier.[31] From the past result details and the test data 

results the selected classifier is Ridge Classifier. 

The incorporation of ridge,[32] random forest, logistic, 

and gradient boosting classifiers in our theft prevention system 

yielded impressive results. These classifiers enabled us to 

identify suspicious activities and potential theft incidents with 

a high degree of accuracy. The Ridge classifier, in particular, 

demonstrated superior interpretability and efficiency, making 

it a valuable asset in  understanding  the  reasoning  behind  

the system’s decisions. Overall, our theft prevention system 

effectively reduced instances of theft and improved security in 

the monitored areas. Our classifiers, including Ridge, Random 

Forest, Logistic, and Gradient Boosting, were employed for 

pose detection with excellent results. These classifiers 

success- fully recognized and classified various human poses, 

making them instrumental in applications like gesture 
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recognition, physical therapy monitoring, and ergonomic 

assessment. The Gradient Boosting classifier, known for its 

high predictive accuracy, excelled in discerning subtle 

variations in body posture.[40] 

 

Figure 3: Prediction with test data 

 

Figure 4: Body landmark result for suspicious activities 

 

Figure 5: Used classifiers as pipelines 

B) Object Detection and Tracking Integration 

Utilising the” Segment Anything” model, we achieved 

highly accurate and real-time object detection and tracking. 

The model’s ability to segment and track objects in complex 

environments surpassed conventional methods, making   it 

particularly suitable for surveillance and security applications. 

The system consistently detected and tracked objects with 

exceptional precision, even in scenarios with occlusions, 

varying lighting conditions, and cluttered backgrounds. In this 

research work, we integrated the Segment Anything Model 

(SAM) with YOLO algorithm to present a novel method for 

training customised item identification models. When SAM 

and YOLO were used together, increased object detection and 

tracking abilities were shown, successfully overcoming issues 

such as complicated scenes, occlusions, and irregular object 

shapes. Through comprehensive testing, we confirmed the 

effectiveness of the suggested approach. We trained a 

customised YOLO model that attained high detection accuracy 

by downloading a sizable dataset of photos for a particular 

object category and using SAM for labelling. Instance seg- 

mentation from SAM and object recognition from YOLO 

were combined to produce reliable and accurate object 

localization. The suggested method has a number of benefits, 

including adaptation to different object types and scalability 

for busi- ness applications. The same procedure may be used 

to train customised models for other items using SAM, 

improving detection accuracy for each distinct object class. 

The method shows promise in areas including asset tracking, 

security surveillance, and theft avoidance. In summary, this 

study has significantly advanced the fields of object detection 

and tracking.[38] We have created a useful and effective 

method for training specific object identification models by 

combining SAM and YOLO. The outcomes show how the 

suggested methodology can be used to address item 

localization issues while attaining high detection accuracy.[33] 

Loss Evaluation: The graph that is displayed highlights the 

model’s linear development. The training loss was 

dramatically decreased to just 0.05 by the 10th epoch, 

indicating the model’s ability to assimilate the input. Training 

and validation losses line up, indicating that the model is not 

just learning well but also adjusting to new data with ease. 

 

Figure 6: Progression of precision and F1 score across epochs chart 

Analysis of Precision: The model’s increasing accuracy 

and reliability are demonstrated by the steady increase in both 

precision and F1 score.  The precision admirably increased to 

0.98 by the tenth epoch, indicating a high percentage of 

accurate identifications. Simultaneously, a noteworthy 0.98 

was obtained for the F1 score, which represents the harmonic 

average of precision and recall, underscoring the model’s 

comprehensive effectiveness. 
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Figure 7: Object detection model accuracy 

In conclusion, our approach to object detection and 

tracking, coupled with theft prevention and pose detection 

using a combination of classifiers, has yielded promising 

results. This integrated system offers a robust solution for 

enhancing security, monitoring human activity, and ensuring 

safety in diverse contexts, with potential applications ranging 

from retail and public spaces to healthcare and beyond.[45] 

VI. CONCLUSION AND FUTURE PLANNING 

A) Pose Detection and Theft Avoidance 

The conclusion of the second article focuses on the 

construction of a complete security system that integrates 

sophisticated posture detection algorithms and theft prevention 

measures. The system solves security problems in institutional 

areas by properly recording human activity, identifying theft 

attempts, and providing real-time notifications to security 

staff. The research project proposes a fundamental solution 

that connects current technology with institutional security 

requirements. The combination of cutting-edge pose 

recognition algorithms, such as MediaPipe, with CNN models 

improves the system’s capacity to properly detect human 

postures and motions.[35] The technology’s proactive 

approach to theft prevention, considering both hand mobility 

and hand object contact, indicates its potential to drastically 

reduce security threats. 

B) Integration of Object Detection and Tracking 

The study results in the development of a unique strategy 

for developing customised item recognition models by 

combining the Segment Anything Model (SAM) with the 

YOLO algorithm. The combination of SAM’s accurate la- 

belling and YOLO’s extensive recognition skills produced 

encouraging results. The technique demonstrated enhanced 

object recognition and tracking by overcoming hurdles given 

by intricate sceneries, occlusions, and irregular object forms. 

The method’s versatility across several object categories, as 

well as its scalability for commercial applications, highlight its 

importance. The ability of SAM to adapt models for specific 

item classes, as well as its promise for asset monitoring, 

security surveillance, and theft prevention, opens the door to 

practical deployment.[39] 

1) Future Planning: While the approach of each research 

indicates success, both conversations admit potential for 

improvement. Future research will focus on overcoming 

restrictions such as dataset variety and improving technique 

robustness in difficult settings. Overcoming these limitations 

can help to improve the techniques’ robustness and 

applicability. Finally, the talks highlight the revolutionary 

potential of combining sophisticated algorithms for greater 

institutional security. Whether in the context of item detection 

and tracking or advanced algorithms in posture recognition, 

the research helps to create safer settings by leveraging 

technology’s ability to precisely identify, track, and prevent 

thefts and suspicious behaviour. 
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