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Abstract - In continuous search for a better method of 

estimating the population mean in double sampling 

techniques, with advantageous properties than some 

existing ones and to address the problem of efficiency 

thereon, a generalized efficient family of ratio estimator of 

population mean under double sampling techniques is 

suggested using information on a single supplementary 

variable. Members of the suggested family of estimator 

were obtained by modifying the values of the scalars 

associated with the suggested estimator. These estimator 

and its members were then transformed to an expanded 

form, from where their properties such as Biases, relative 

biases, Mean Square Errors (MSEs), and Optimal Mean 

Square Errors (OMSEs) were derived to the second order 

of Taylor series approximation. Theoretical underpinnings 

and conditions for measuring efficiency of an estimator 

over its competitor estimators were established and 

validated with some natural population data sets. The 

results showed that the generalized efficient family of ratio 

estimators in double sampling techniques produced 

smaller MSEs which is an indicator of appreciable gain in 

efficiency and dominance over some existing ratio 

estimators and were therefore deemed to provide a better 

substitute whenever priority is placed on efficiency. 

Keywords: MSEs, Double Sampling, Efficiency, Estimator 

and Population Mean. 

1. Introduction 

It is a fact that sample survey became imperative to 

savage financial inadequacy, limited time, manpower, scarcity 

of units and other associated risks of studying the entire 

population by method of complete enumeration or census 

procedure. Statisticians over the years have been unrelenting 

towards achieving the main goal of statistical survey which is 

to reduce sampling errors either by devising suitable sampling 

techniques or by formulating efficient estimator of the 

population parameters. 

In sampling procedure, estimation of population 

parameters has been of paramount interest. This estimation 

most times seek to make use of better methods of estimation 

that would give an improved result. Most often, interest has 

been on the mean of a certain characteristic of a finite 

population on the basis of the sample taken from the 

population following a specific sampling procedure. Since the 

mean has much application in sampling and statistical 

analysis. 

The ratio and regression methods of estimation require 

the knowledge of population mean of supplementary variable 

𝑋 to estimate the population mean of study variable𝑌 . When 

such information on the supplementary variable is not 

available or feasible, it is sometimes cheap to take a large 

preliminary sample in which 𝑥𝑖′𝑠  alone is measured. The 

purpose of this sample is to furnish a good estimate of 𝑋 or of 

the frequency distribution of𝑥𝑖 . In some survey whose 

function is to make estimate of some other variate 𝑦𝑖  , it may 

pay to devote part of the resources to this preliminary sample. 

This techniques is known as double sampling or two phase 

sampling. 

Literatures on sampling is quite vast and traceable to the 

early part of the 20
th

 century to[3] who laid the foundational 

stone of modern sampling dealing with stratification, [15], 

[16],advocated two-phase sampling to address the problem of 

strata sizes in stratified sampling, while the estimation of 

population mean in double sampling for the classical ratio 

estimator of [7],was first advocated by [23]. Other authors 

who suggested variety of ratio estimators in double sampling 

scheme included;  [11], [20], [19], [21], [22], and [4], to 

mention but a few. 

The search for a better estimator of population mean that 

will give an improved result in double sampling techniques 

and in a view to provide a better alternatives to the existing 

ratio estimators made many authors to propose variety of 

estimators’ which were found to give an improved results 

under certain conditions. Notably among them were; [10], 

[12], [18], [5], [22], [21], [5], [8],[9], [17],[2], [1] and [25], 

etcetera. 
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In continuous search for a better method of estimating the 

population means in double sampling scheme with desirable 

properties than some existing ones and to address the problem 

of efficiency thereon, this study puts forward a generalized 

efficient family of ratio estimator of population mean under 

double sampling techniques using information on a single 

supplementary variable. 

2. Methodology 

This study applies the method of mathematical 

expectation and Taylor’s series approximation to the second 

order to derive the theoretical results. Some existing 

estimators (with their properties) that are related to this study 

are presented. A generalized efficient family of ratio estimator 

of population mean in double sampling is suggested.  

The properties of the suggested estimator as well as its 

optimality condition were obtained. This condition was then 

used to obtain an expression for the Asymptotic Optimal 

Estimator (AOE), its bias and MSE. 

2.1 Sampling method 

(a) Simple Random Sampling description 

Let  𝑈1, 𝑈2  , … , 𝑈𝑁   be a finite population having N 

units, where 𝑈𝑖   is a pair of values 𝑋𝑖 , 𝑌𝑖 ,  𝑖 = 1, 2, … , 𝑁,  

Here 𝑌 is a study variable and 𝑋 is the supplementary variable 

which is correlated with 𝑌. Let (𝑦1 , 𝑦2  , … , 𝑦𝑛) and (𝑥1 ,

𝑥2  , … , 𝑥𝑛) be 𝑛 sample values, then under Simple Random 

Sampling Without Replacement (SRSWOR), the means and 

variances of the study and supplementary variables are given 

as: 

 

𝑋 𝑆𝑅𝑆 =
1

𝑁
 𝑋𝑖

𝑀

𝑖=1

𝑌 𝑆𝑅𝑆 =
1

𝑁
 𝑌𝑖

𝑀

𝑖=1  
 
 

 
 

                                  (1) 

 
Var 𝑋 𝑆𝑅𝑆 =  

1 − 𝑓

𝑛
 𝜍𝑥

2

 Var(𝑌 𝑆𝑅𝑆) =  
1 − 𝑓

𝑛
 𝜍𝑦

2

             (2) 

If the finite population correction 𝑓 ≠ 0 
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     (4) 

2.2 Double sampling description 

Let 𝜋𝑖  = {𝜋1 , 𝜋2 , 𝜋3 , ⋯𝜋𝑁} be a population containing the 

study and supplementary variate taking values on the 𝜋𝑖 .  Two 

approaches or cases of estimating the population mean are 

presented below: 

Case I: “A large preliminary sample of size 𝓃1 is selected by 

simple random sampling Without replacement (SRSWOR) 

from the population of N units and information is obtained on 

the supplementary variable alone. A second sub-sample of size 

𝓃2,(𝓃2 <𝓃1 ) is selected by simple random sampling 

SRSWOR. Information on 𝑌 is obtained from the second 

phase sub-sample”.   

Case II: A second sample of size 𝓃2  is obtained from the 

population independent of the first phase sample and 

information on both the supplementary and study character are 

obtained from this sample. 

Some existing simple random sampling ratio estimators 

of the product mean 𝜇𝑦  of the study variable 𝑌  alongside their 

MSE’s are presented in  table 1: where  𝑓 =
𝑛

𝑁
  , 𝑁 is the 

population size, 𝑛 is the sample size, 𝑅 is the population 

ratio,𝜌𝑥𝑦  is the correlation coefficient between 𝑋 and 𝑌, 𝜍𝑥𝑦 is 

the covariance between 𝑋 and 𝑌, 𝜆 =  
1

𝑛2
−

1

𝑁
and𝜆′ =

1

𝑛1
−

1

𝑁
 

Table 1: Some existing ratio estimators in double sampling with MSE 
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2.3 The suggested generalized efficient family of ratio estimator for population mean under double sampling techniques 

Motivated by [8] ratio estimator of population mean under double sampling scheme, a generalized efficient family of ratio 

estimator for population mean under double sampling techniques is suggested and presented as follows: 

𝑡𝑑𝑟𝑔   =   𝑦  
𝑥 1+ 𝒶∗𝑥 2

𝑎∗𝑥 1  + 𝑥 2
 
𝛾

  (5) 

Where 

𝑦  =     
𝑦𝑖

𝓃

𝓃
𝑖=1 , the sample mean of the variable of interest obtained from the second phase sample 

𝑥 1  =  
𝑥1𝑖

𝓃1

𝓃 1 
𝑖=1  ,  the first phase sample mean of the supplementary variable 

𝑥 2  =  
𝑥2𝑖

𝓃2

𝓃2
𝑖=1   , the second phase sample mean of the supplementary variable 

𝑌    =   
𝑌𝑖

𝑁

𝑁
𝑖=1 ,   the unknown population mean of the study variable 𝑌 

𝑋    =   
𝑋𝑖

𝑁

𝑁
𝑖=1 ,   the unknown population mean of the supplementary variable 𝑋 

𝑎∗and 𝛾  are suitably chosen scalars. 

Letting 
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  =    
𝑥 1−𝑋 

𝑋 
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𝑋 
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) 
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)
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          (6) 

(5), can be transformed as; 

 𝑡
𝑑𝑟𝑔  =  𝑌  1+ 𝑒𝑦   

1+ 𝑒𝑥1 + 𝑎∗+𝑎∗𝑒𝑥2
𝑎∗+ 𝑎∗𝑒𝑥1 + 1+ 𝑒𝑥2

 

γ  
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𝑒𝑥1
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𝑒𝑥2
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γ

 

= 𝑌  1 + 𝑒𝑦  1 + 𝑢 γ 1 + 𝑣 −γ    (7) 

Where u =  𝑔1𝑒𝑥1
+ 𝑔2𝑒𝑥2

  ,   𝑣 =  𝑔2𝑒𝑥1
+ 𝑔1𝑒𝑥2

  ,      𝑔1  =  
1

1+𝑎∗
   ,   𝑔2  =  

𝑎∗

1+𝑎∗
 

Assuming  𝑣 < 1,      1 + 𝑣 −γcan be expanded using Taylor’s approximation as  

𝑡𝑑𝑟𝑔 = 𝑌  1 + 𝑒𝑦  1 + 𝑢 γ  1 − γv +  γ  
γ + 1

2
 v2 + ⋯  

= 𝑌  1 + 𝑒𝑦  1 + γ𝑢 + γ  
γ − 1

2
 u2 + ⋯   1 − γv +  γ  

γ + 1

2
 v2 + ⋯  

= 𝑌  1 − γv + γ  
γ + 1

2
 v2 + γ𝑢 − γ2uv + γ  

γ − 1

2
 u2 +  𝑒𝑦 − γ𝑣𝑒𝑦 +  γ𝑢𝑒𝑦+. . .   

Approximating to second order, we get 

𝑡𝑑𝑟𝑔  =  𝑌  1 + γ u − v +  
γ2 + γ

2
 v2 +  

γ2 − γ

2
 u2 − γ2𝑢𝑣 + 𝑒𝑦 − γ𝑒𝑦 𝑣 − 𝑢   

= 𝑌 {1 + γ[(𝑔1𝑒𝑥1
+ 𝑔2𝑒𝑥2

)−(𝑔2𝑒𝑥1
+ 𝑔1𝑒𝑥2

)]+ 
γ2+γ

2
 (𝑔2𝑒𝑥1

+ 𝑔1𝑒𝑥2
)2 +  

γ2−γ

2
  𝑔1𝑒𝑥1

+ 𝑔2𝑒𝑥2
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2 + 𝑔2
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+

𝑔1𝑔2𝑒𝑥12+ 𝑒𝑥22+𝑒𝑦−γ𝑒𝑦𝑔2𝑒𝑥1+𝑔1𝑒𝑥2−𝑔1𝑒𝑥1−𝑔2𝑒𝑥2 
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= 𝑌 {1 +  γ(𝑔1 − 𝑔2)𝑒𝑥1
+ (𝑔2 − 𝑔1)γ𝑒𝑥2

+  
γ2+γ

2
  𝑔2

2𝑒𝑥1
2  +  2𝑔1𝑔2𝑒𝑥1

𝑒𝑥2
+ 𝑔1
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γ2−γ

2
  𝑔1

2𝑒𝑥1
2 + 2𝑔1𝑔2𝑒𝑥1

𝑒𝑥2
+

 𝑔22𝑒𝑥22−γ2(𝑔12+𝑔22)𝑒𝑥1𝑒𝑥2+𝑔1𝑔2𝑒𝑥12+ 𝑒𝑥22+𝑒𝑦−γ𝑒𝑦[(𝑔2−𝑔1)𝑒𝑥1+(𝑔1−𝑔2)𝑒𝑥2]} 

=   𝑌  {1 + γ((𝑔1 − 𝑔2)𝑒𝑥1
+ (𝑔2 − 𝑔1)γ𝑒𝑥2

+
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2

2
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2
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2
+
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2
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+
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2
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−
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𝑒𝑥2
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2

2
+
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2
+
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2

2
−
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2
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2
 

= 𝑌 {1 +(𝑔1 − 𝑔2)γ𝑒𝑥1
+  𝑔2 − 𝑔1 γ𝑒𝑥2

+  −γ2𝑔1𝑔2 +
γ2𝑔2

2

2
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2
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2

2
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γ𝑔122𝑒𝑥22+[−𝛾2𝑔12+𝑔22+𝑔1𝑔2𝛾2+ 𝛾𝑔1𝑔2+𝛾2𝑔1𝑔2−𝛾𝑔1𝑔2]𝑒𝑥1𝑒𝑥2+ 𝑒𝑦−(𝑔2−𝑔1)γ𝑒𝑦𝑒𝑥1−(𝑔1−𝑔2)γ𝑒𝑦𝑒𝑥2} 

    = 𝑌 {1 +(𝑔1 − 𝑔2)γ𝑒𝑥1
+  𝑔2 − 𝑔1 γ𝑒𝑥2

+  −γ2𝑔1𝑔2 + 𝑔2
2  

γ2+γ

2
 + 𝑔1

2  
γ2−γ

2
  𝑒𝑥1

2 +  −γ2𝑔1𝑔2 + 𝑔1
2
 
γ2−γ

2
 +

𝑔22γ2+γ2𝑒𝑥22+[2γ2𝑔1𝑔2−γ2(𝑔12+𝑔22)]𝑒𝑥1𝑒𝑥2+𝑒𝑦+(𝑔1−𝑔2)γ𝑒𝑦𝑒𝑥1−(𝑔1−𝑔2)γ𝑒𝑦𝑒𝑥2}      (8) 

𝑡𝑑𝑟𝑔 − 𝑌   =      𝑌 {𝑒𝑦 + (𝑔1 − 𝑔2)γ𝑒𝑥1
−  𝑔1 − 𝑔2 γ𝑒𝑥2

+  −γ2𝑔1𝑔2 + 𝑔2
2
 
γ2+γ

2
 + 𝑔1

2  
γ2−γ

2
  𝑒𝑥1

2 +  −γ2𝑔1𝑔2 +

𝑔12γ2−γ2+𝑔22γ2+γ2𝑒𝑥22+[2γ2𝑔1𝑔2−γ2(𝑔12+𝑔22)]𝑒𝑥1𝑒𝑥2+𝑔1−𝑔2γ𝑒𝑦𝑒𝑥1−(𝑔1−𝑔2)γ𝑒𝑦𝑒𝑥2}                 (9) 

B(𝑡𝑑𝑟𝑔 )  = 𝐸 𝑡𝑑𝑟𝑔 − 𝑌  = 𝑌   𝑔2
2  

γ2+γ

2
 + 𝑔1

2  
γ2−γ

2
 −γ2𝑔1𝑔2 λ

′Cx
2 + [𝑔1

2  
γ2−γ

2
 + 𝑔2

2  
γ2+γ

2
 − γ2𝑔1𝑔2 λCx

2   +

(2γ2𝑔1𝑔2 − γ
2(𝑔1

2 + 𝑔2
2))λ′Cx

2 +  𝑔1 − 𝑔2 γλ
′ρCy Cx − (𝑔1 − 𝑔2)γλρCy Cx}             (10) 

The Mean Square error is given as:  

MSE(𝑡𝑑𝑟𝑔 )  = 𝐸 𝑡𝑑𝑟𝑔 − 𝑌  
2

= 𝑌 2𝐸 𝑒𝑦
2 + 2 𝑔1 − 𝑔2 γ𝑒𝑦𝑒𝑥1

− 2 𝑔1 − 𝑔2 γ𝑒𝑦𝑒𝑥2
− 2 𝑔1 − 𝑔2 

2γ2𝑒𝑥1
𝑒𝑥2

+  𝑔1 −

𝑔22γ2𝑒𝑥12−𝑔1−𝑔22γ2𝑒𝑥22 

= 𝑌 2  𝜆Cy
2 + 2 

1 − 𝑎∗

1 + 𝑎∗
 γλ′CyρCx − 2 

1 − 𝑎∗

1 + 𝑎∗
 γλρCy Cx − 2 

1 − 𝑎∗

1 + 𝑎∗
 

2

γ2λ′Cx
2 +  

1 − 𝑎∗

1 + 𝑎∗
 

2

γ2λ′Cx
2 +  

1 − 𝑎∗

1 + 𝑎∗
 

2

γ2λCx
2  

= 𝑌 2  𝜆Cy
2 − 2  

1 − 𝑎∗

1 + 𝑎∗
 γ(λ − λ′)ρCy Cx +  

1 − 𝑎∗

1 + 𝑎∗
 

2

γ2 λ − λ′ Cx
2  

= 𝑌 2  𝜆Cy
2 + 2 

𝑎∗−1

1+𝑎∗
 (λ − λ′)γρCy Cx +  

𝑎∗−1

1+𝑎∗
 

2

γ2 λ − λ′ Cx
2 (11) 

 

To obtain the optimal Mean Square Error, we differentiate (11) with respect toγ and set the resulting expression to zero. Thus,  

𝜕MSE(𝑡𝑑𝑟𝑔 )

𝜕𝛾
=  2  

𝑎∗ − 1

1 + 𝑎∗
  λ − λ′ ρCy Cx + 2 

𝑎∗ − 1

1 + 𝑎∗
 

2

γ λ − λ′ Cx
2  = 0 

⇒ ρCy Cx  +  
𝑎∗ − 1

1 + 𝑎∗
 γCx

2  = 0 

⇒ 𝑘 +  
𝑎∗ − 1

1 + 𝑎∗
 γ = 0 

.: 
𝑎∗−1

1+𝑎∗
 γ =  −𝑘 

 𝑔2 − 𝑔1 γ = −𝑘γ =
k

𝑔1 − 𝑔2

 =   k
 1 + 𝑎∗ 

 1 − 𝑎∗ 
 12  

Putting (12) into (11) gives the optimum MSE as: 
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MSEopt (𝑡𝑑𝑟𝑔 ) =  𝑌 2  𝜆Cy
2 + 2 

𝑎∗ − 1

1 + 𝑎∗
  

1 + 𝑎∗

1 − 𝑎∗
 (λ − λ′)kρCy Cx +  

𝑎∗ − 1

1 + 𝑎∗
 

2

 
1 + 𝑎∗

1 − 𝑎∗
 

2

k2 λ − λ′ Cx
2 

= 𝑌 2 𝜆Cy
2 + 2(λ − λ′)ρCy Cx k + k2 λ − λ′ Cx

2  

                          = 𝑌 2 𝜆Cy
2 − 2 λ − λ′ ρCy Cx k + k2 λ − λ′ Cx

2           = 𝑌 2 𝜆Cy
2 − 2 λ − λ′ ρ2Cy

2
+  λ − λ′ ρ2Cy

2
  

 = 𝑌 2Cy
2  𝜆 −  λ − λ′ ρ2  13  

Remark 1 

(13), is similar to the variance of the regression estimator of population mean in double sampling. Therefore, Optimal Mean 

Square Error (OMSE) of the suggested generalized efficient family of ratio estimator of population mean has the same efficiency 

as the classical regression estimator in double sampling. 

Table 2: Some members of the generalized efficient family of the ratio estimator (case I) 

 

Table 3: Some members of the generalized family of the ratio estimator with bias (case I) 
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Table 4: Some members of the generalized efficient family of the ratio estimator with MSEs (case I) 

 

Remark 2: 

It should be noted that the optimal value of ′𝑎′ can also be obtained from (12) by making ′𝑎′ the subject of the formula. Thus 

𝑎∗ =
γ−k

γ+k
                   (14) 

Case 𝐈𝐈 

Supposing that the second sample of size 𝑛2 was drawn independently of the preliminary one, then the suggested estimator 

would still be same, but the bias and MSE in this case would differ from that of Case I.  The bias and MSE in this case were 

derived by setting 

E(𝑒𝑥1
𝑒𝑥2

)   = 𝐸 𝑒𝑦𝑒𝑥2
  = 0                                                  (15) 

Thus for case II of the suggested generalized efficient family of ratio estimator, the bias and mean square error were obtained 

and presented as follows: 

B2 (𝑡𝑑𝑟𝑔 ) = 𝑌   𝑔2
2  

γ2+γ

2
 + 𝑔1

2  
γ2−γ

2
 − γ2𝑔1𝑔2 λ

′Cx
2 +  𝑔1

2  
γ2−γ

2
 +  𝑔2

2  
γ2+γ

2
 − γ2𝑔1𝑔2 λCx

2 −  𝑔1 − 𝑔2 γλρCy Cx   

𝐵2(𝑡 ) =

𝑌   
𝒶2

(1+𝒶)2  
γ2+γ

2
 +

1

(1+𝒶)2  
γ2−γ

2
 −

𝒶

(1+𝒶)2 γ
2 λ′Cx

2 +  
1

(1+𝒶)2  
γ2−γ

2
 +  

𝒶2

(1+𝒶)2  
γ2+γ

2
 −

𝒶

(1+𝒶)2 γ
2 λCx

2 −  
1−𝒶

1+𝒶
 γλρCy Cx   (16) 

 

And the mean square error as: 

MSE2 (𝑡𝑑𝑟𝑔 ) 

 =  𝑌 2 𝜆Cy
2 − 2 𝑔1 − 𝑔2 λγρCy Cx +  𝑔1 − 𝑔2 

2γ2λ′Cx
2 +  𝑔1 − 𝑔2 

2γ2λCx
2   

= 𝑌 2 𝜆Cy
2 − 2 𝑔1 − 𝑔2 λγρCy Cx +  𝑔1 − 𝑔2 

2γ2(λ + λ′)Cx
2   

= 𝑌 2  𝜆Cy
2 − 2 

1−𝒶

1+𝒶
 λγρCy Cx +  

1−𝒶

1+𝒶
 

2

γ2(λ + λ′)Cx
2       (17) 

To get the optimum MSE, (16) is differentiated partially and the emergent expression is set to zero. Thus: 

𝜕MSE2  (𝑡𝑑𝑟𝑔 )

𝜕γ
=  −2(𝑔1 − 𝑔2)λρCy Cx + 2γ 𝑔1 − 𝑔2 

2 λ + λ′ Cx
2  = 0 

= -λρCy Cx + γ 𝑔1 − 𝑔2  λ + λ′ Cx
2 = 0 

=  −λkCx
2  + γ 𝑔1 − 𝑔2  λ + λ′ Cx

2  = 0 
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= −λ𝑘 + γ 𝑔1 − 𝑔2  λ + λ′  = 0 

γ =  
λ𝑘

 𝑔1 − 𝑔2  λ + λ′ 
 =  

λ𝑘

 
1−𝑎∗

1+𝑎∗
  λ + λ′ 

   =  
λ𝑘 1 + 𝑎∗ 

 1 − 𝑎∗  λ + λ′ 
 18  

Putting (17) into equation (16) gives; 

MSE2𝑜𝑝𝑡
 𝑡𝑑𝑟𝑔  = 𝑌 2  𝜆Cy

2 −
2λ𝑘 𝑔1 − 𝑔2 

 𝑔1 − 𝑔2  λ + λ′ 
⋋ ρCy Cx +

 𝑔1 − 𝑔2 
2 λ + λ′ (λ𝑘)2

 𝑔1 − 𝑔2 
2 λ + λ′ 2

Cx
2  

                  =  𝑌 2  𝜆Cy
2 –

 2λ2ρ2Cy
2

 λ + λ′ 
+
λ2ρ2Cy

2

 λ + λ′ 
  

=  𝑌 2  𝜆Cy
2 −

λ2ρ2Cy
2

 λ + λ′ 
  

= 𝑌 2Cy
2  𝜆 −

λ2

 λ + λ′ 
ρ2  

=  𝑌 2Cy
2  𝜆 − wρ2               (19) 

Where   

w =  
λ2

 λ+λ ′  
 

Few members of this estimator in case II are similar to those of case I, unless at optimal level where the values of   ′𝑎∗′   and  𝛾 

differs considerably. Table 5 shows some members of the estimator in Case II. 

Table 5: Some members of the generalized efficient family of the ratio estimator (case II) 

 

Table 6: Some members of the generalized efficient family of the ratio estimator with bias (case II) 
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Table 7: Some members of the generalized efficient family of the ratio estimator with MSEs (case II) 

 

2.4 Theoretical underpinnings 

Bias, Relative Bias and Mean Square Errors of 𝑡𝑑𝑟𝑔   

If  𝑡𝑑𝑟𝑔   is the generalized efficient family of ratio estimator of the population mean 𝑌 under Double Sampling Techniques, 

then the biases, relative biases, and MSEs is given as: 

(a) Bias 

𝐵 𝑡𝑑𝑟𝑔   =  𝐸 𝑡𝑑𝑟𝑔   − 𝑌         (20) 

 b  Relative Biases 

 𝑅𝐵 𝑡𝑑𝑟𝑔   =
 𝐸 𝑡𝑑𝑟𝑔   −𝑌  

𝑌 
,         (21) 

(𝑐) MSEs 

𝑀𝑆𝐸 𝑡𝑑𝑟𝑔   = 𝐸  𝑡𝑑𝑟𝑔   − 𝑌  
2
 (22) 

(d) Relative Efficiency 𝑅𝐸 

Let 𝑀𝑆𝐸 𝑡𝑑𝑟𝑔   𝑜𝑝𝑡
  be the MSE of the generalized efficient family of ratio estimator of the population mean 𝑌  and MS𝐸 𝑦 𝑑𝑟  𝑜𝑝𝑡  

be the MSE of the classical ratio estimator under optimal condition, then 𝑀𝑆𝐸 𝑡𝑑𝑟𝑔   𝑜𝑝𝑡
 is said to be more efficient than 

MS𝐸 𝑦 𝑑𝑟  𝑜𝑝𝑡  , if; 

(1)     
 𝑀𝑆𝐸 𝑡𝑑𝑟𝑔   𝑜𝑝𝑡

MS𝐸 𝑦 𝑑𝑟  𝑜𝑝𝑡
< 1  or  

1

𝑀𝑆𝐸  𝑡𝑑𝑟𝑔   𝑜𝑝𝑡

MS 𝐸 𝑦 𝑑𝑟  𝑜𝑝𝑡

> 1                            (23) 

(2)    MS𝐸 𝑦 𝑑𝑟  𝑜𝑝𝑡 −𝑀𝑆𝐸 𝑡𝑑𝑟𝑔   𝑜𝑝𝑡
> 0                                    (24) 

(e)  Percentage Relative Efficiency  𝑃𝑅𝐸 
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𝑀𝑆𝐸 𝑡𝑑𝑟𝑔   𝑜𝑝𝑡
 is said to be more efficient than MS𝐸 𝑦 𝑑𝑟  𝑜𝑝𝑡  , in terms of𝑃𝑅𝐸, if; 

𝑀𝑆𝐸 𝑡𝑑𝑟𝑔   𝑜𝑝𝑡

MS𝐸 𝑦 𝑑𝑟  𝑜𝑝𝑡
× 100 < 100  𝑜𝑟 

1

𝑀𝑆𝐸  𝑡𝑑𝑟𝑔   𝑜𝑝𝑡

MS 𝐸 𝑦 𝑑𝑟  𝑜𝑝𝑡

×100 > 100                        (25) 

Remarks 3: 

(i) An estimator is said to be more efficient over its competitor’s estimators if the estimator in question is the dominant 

estimator or one with the minor Mean Square Error. 

(ii) An estimator is said to be Percentage Relative Efficient in relation to its brethren or existing estimators of same group if the 

estimator is the one with the smallest 𝑃𝑅𝐸 or the largest PRE vice versa. 

2.5 Comparison in terms of efficiency 

The AOE is uniformly better than any other ratio estimator in double sampling, whose efficiency is not equal to or greater 

than the classical regression estimator. For other members of the suggested generalized efficient family, a member say 𝑡𝑑𝑟𝑔𝑖  is 

better than 𝑡𝑑𝑟𝑔𝑗 iff; 

MSE (𝑡𝑑𝑟𝑔𝑖 )   <MSE (𝑡𝑑𝑟𝑔𝑗 )                    (26) 

⇒ 𝑌 2  𝜆Cy
2 + 2 

𝑎𝑖 − 1

𝑎𝑖 + 1
 γi(λ − λ

′)ρCy Cx +  
𝑎𝑖 − 1

𝑎𝑖 + 1
 

2

𝛾𝑖
2 λ − λ′ Cx

2 

≤ 𝑌 2  𝜆Cy
2 + 2 

𝑎𝑗 − 1

𝑎𝑗 + 1
 γj(λ − λ

′)ρCy Cx +  
𝑎𝑗 − 1

𝑎𝑗 + 1
 

2

𝛾𝑗
2 λ − λ′ Cx

2  

⇒ 2   
𝑎𝑖 − 1

𝑎𝑖 + 1
 γi −  

𝑎𝑗 − 1

𝑎𝑗 + 1
 γj  +   

𝑎𝑖 − 1

𝑎𝑖 + 1
 

2

𝛾𝑖
2 −  

𝑎𝑗 − 1

𝑎𝑗 + 1
 

2

𝛾𝑗
2 < 0 

⇒ 2 𝑚𝑖γi − 𝑚𝑗γj +  mi
2𝛾𝑖

2 − mj
2𝛾𝑗

2  < 0 

⇒ 2 𝑚𝑖γi − 𝑚𝑗γj +   𝑚𝑖γi + 𝑚𝑗γj  𝑚𝑖γi − 𝑚𝑗γj   

⇒  𝑚𝑖γi − 𝑚𝑗γj (2 + 𝑚𝑖γi + 𝑚𝑗γj) < 0 (27) 

                                                       𝑚𝑖  =
𝑎𝑖−1

𝑎𝑖+1
  ,    𝑚𝑗 =

𝑎𝑗−1

𝑎𝑗+1
 

(27)  implies that either  

𝑚𝑖γi − 𝑚𝑗γj < 0   𝑎𝑛𝑑 2 + 𝑚𝑖γi + 𝑚𝑗γj > 0 

or   𝑚𝑖γi − 𝑚𝑗γj > 0  𝑎𝑛𝑑 2 + 𝑚𝑖γi +  𝑚𝑗γj < 0 

⇒   𝑚𝑖γi < 𝑚𝑗γj    and 2 > − 𝑚𝑖γi +  𝑚𝑗γj  or 

               𝑚𝑖
γi > 𝑚𝑗γj  and 2 < −(𝑚𝑖γi +  𝑚𝑗γj)              (28) 

When (28) holds, then 𝑡𝑑𝑟𝑔𝑖 is more efficient than 𝑡𝑑𝑟𝑔𝑗  

 

3. Numerical Application 

To establish the truthfulness or accuracy of the theoretical underpinnings of the study, Four (4) natural populations were employed 

from secondary sources. The populations alongside their sources and the MSE of some existing ratio estimators are as presented in 

table 8 and table 9 respectively. 
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Table 8: Populations and their parameters 

 

Table 9: Mean square errors of some existing ratio estimators in two phase sampling 

 

3.1 Empirical Results 

Table 10: Biases and relative bias of some members of the generalized efficient family of ratio estimators (Case I) 

 

Table 11: MSE of some members of the generalized efficient family of estimators (Case I) 

 

Table 12: Bias and relative bias of some members of the generalized efficient family of ratio estimator (Case II) 

 



International Research Journal of Innovations in Engineering and Technology (IRJIET) 

ISSN (online): 2581-3048 

Volume 7, Issue 12, pp 189-202, December-2023 

https://doi.org/10.47001/IRJIET/2023.712027  

© 2023-2017 IRJIET All Rights Reserved                     www.irjiet.com                                        199                                                                    
 

Table 13: MSE of some members of the generalized efficient family of ratio estimators (Case II) 

 

Table 14: RE and PRE of some members of the generalized efficient family of ratio estimators (Case I) 

 

Table 15: RE and PRE of some members of the generalized efficient family of ratio estimators (Case II) 

 

 

Figure 1: PRE of the estimators Case I 



International Research Journal of Innovations in Engineering and Technology (IRJIET) 

ISSN (online): 2581-3048 

Volume 7, Issue 12, pp 189-202, December-2023 

https://doi.org/10.47001/IRJIET/2023.712027  

© 2023-2017 IRJIET All Rights Reserved                     www.irjiet.com                                        200                                                                    
 

 

Figure 2: PRE of the estimators Case II 

 

3.2 Discussion of Result 

In this study, a generalized efficient family of ratio 

estimator for population mean based on a single 

supplementary variable, under double sampling techniques 

was suggested and presented in (5). Some members of the 

suggested estimator were obtained by varying the scalars 

𝑎∗and γ which helped in designing the estimator. The 

properties of members of the estimator such as bias and MSE 

were then derived and presented alongside its members in 

tables 2, 3 and 4, for case I and tables 5, 6, and 7 for case II of 

the double sampling techniques, from where it was found that 

the suggested estimator produced some of the existing ratio 

estimators such as the sample mean 𝑦  , the Sukhatme (1962) 

classical ratio estimator, Singh & Vishwakarma (2007), which 

were presented in table 1. 

The biases and MSEs of the members of the generalized 

efficient family of ratio estimator were inferred from the 

derived bias and MSE of the mother or generator estimator 

which were shown in (10), (16) for biases and (11), (17) for 

MSEs, case I and case II respectively. Optimality condition 

was established and Optimal Mean Square Errors were 

derived for both cases 1 and II and presented in (13) and (19) 

respectively. 

Theoretical underpinnings bordering on efficiency, 

Relative Efficiency (RE) and Percentage Relative Efficiency 

(PRE)of estimator and conditions for which the estimator 

would be uniformly better than its competitor’s estimators 

were formulated and shown in (23), (24), and (25) 

correspondingly. In order to establish the truthfulness or 

accuracy of the theoretical underpinnings of the study, Four 

(4) populations’ data sets were employed from secondary 

sources. The populations alongside their sources and the 

MSEs of some existing ratio estimators is presented in table 8 

and 9 respectively. 

The biases and MSEs were then computed and presented 

in table 10, 11 for case I and table 12, 13 for case II. It was 

observed from table 11 that MSEs of the members of the 

estimators𝑡𝑑𝑟𝑔1 , 𝑡𝑑𝑟𝑔2,  𝑡𝑑𝑟𝑔3 and 𝑡𝑑𝑟𝑔5in case I were in 

tandem with the simple random sample mean, Sukhatme 

(1962), Singh and Vishwarkama (2007), and the classical 

regression estimator in double sampling.  However estimators 

𝑡𝑑𝑟𝑔4 ,𝑡𝑑𝑟𝑔7 in case II performed uniformly better than 

𝑡𝑑𝑟𝑔1  , 𝑡𝑑𝑟𝑔2,  𝑡𝑑𝑟𝑔3𝑡𝑑𝑟𝑔5 and the classical regression estimator 

in double sampling and were therefore  said to be dominant 

estimators or ones with the minor Mean Square Errors. 

 𝑡𝑑𝑟𝑔4 ,𝑡𝑑𝑟𝑔7 in case II also produced smaller PREs in 

relation to its brethren or estimators of same group. This 

generalization can be envisaged in table 14, table 15 and 

Figures 1, 2, for cases 1, II respectively. 

4. Conclusion 

A generalized efficient family of ratio estimator for 

population mean based on a single supplementary variable, 

under double sampling techniques was suggested, theoretical 

underpinnings bordering  efficiency of the estimator in 

question was formulated and validated in entirety. The 

estimator showed significant gain in efficiency and superiority 

over its brethren at optimal condition. This gain in efficiency 

is more significant when the second sample of size 𝑛2 was 

drawn independently of the preliminary one. Therefore, sub-

sampling independent of the first phase sample is 

recommended for higher efficiency. 
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