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Abstract - Software reliability is crucial in preventing user 

issues, financial losses, and reputational damage to 

companies. Developing accurate models for estimating 

reliability is imperative. Deep learning, a branch of 

artificial intelligence, uses neural networks to understand 

and analyze data, playing a vital role in predicting errors 

and improving software quality. In this research, Neural 

Networks (NN), Recurrent Neural Networks (RNN), and 

Long Short-Term Memory (LSTM) algorithms, along with 

statistical methods like Chi-square and Regression 

Coefficient, and intelligent algorithms such as Particle 

Swarm Optimization (PSO) and Whale Optimization 

Algorithm (WOA), were employed for feature selection. 

The results highlighted the superiority of PSO and WOA 

over traditional methods, with LSTM outperforming other 

algorithms. Evaluation metrics, including Accuracy, 

Precision, Recall, and F1-Score, indicated that WOA with 

LSTM achieved 100% accuracy across datasets. For DS1, 

accuracy was 97% for all networks, reaching 100% with 

WOA. DS2 showed accuracy improvement from 80% to 

82% with statistical methods and up to 100% with WOA. 

DS3 demonstrated 99% accuracy with statistical methods 

and PSO, reaching 100% with WOA. DS4 maintained 

99% accuracy with all methods. DS5 exhibited accuracy 

ranging from 82% to 84%, reaching 100% with WOA. 

DS6 had accuracy between 78% and 77%, reaching 100% 

with WOA. This underscores the effectiveness of deep 

learning, especially with PSO and WOA, in enhancing 

software reliability. 

Keywords: Software Reliability, Deep Learning, Neural 

Networks, Feature Selection. 

I. INTRODUCTION 

In recent years, there has been significant progress in 

software engineering, expected to continue with the growing 

size and complexity of applications [1]. The increasing use of 

applications in various fields, coupled with tight project 

deadlines, puts pressure on mobile application development 

teams to rapidly enhance the functions of complex software 

[2]. 

The rapid evolution of software reliability models has led 

individuals to attempt understanding the nature of program 

failures and measuring software reliability. There are two 

main approaches for modeling and assessing program 

reliability: estimation modeling and prediction modeling. 

These techniques are essential elements in software reliability 

modeling to determine if the software product meets its goal 

and is ready for deployment. Both modeling techniques rely 

on observing and collecting failure data and analyzing it 

through statistical inference. These models define the 

stochastic process to describe the behavior of software failure 

over time [3]. 

Reliability is crucial for software quality. Despite 

different methods to describe it, reliability engineering focuses 

on analyzing and evaluating software quality, emphasizing the 

ability of a software product to operate without errors [1]. 

Predicting software defects, or early software defect 

prediction, has become vital in software engineering, aiming 

to help teams release high-quality applications on time [4]. 

Machine learning (ML), a subfield of artificial 

intelligence (AI), has gained interest in enhancing various 

aspects of software engineering, aiding programmers and 

engineers in creating reliable programs[5] .ML, by extracting 

hidden patterns from data, can effectively predict software 

issues (Iqbal et al., 2019). Challenges persist in achieving 

reliability for applications without a universal solution, driving 

ongoing ML research [6]. 

II. SOFTWARE RELIABILITY 

Software reliability is a critical factor considered in 

ensuring the quality of software. In other words, software 

reliability deals with system failures or errors [7]. Failure and 

error are distinct factors. Defects can be considered errors or 

faults introduced during the development phase. Failure 

occurs due to the presence of one or more errors over time. 

Generally, it is observed that the failure rate decreases with 

increased execution time [8].  

The rapid evolution of software reliability models has led 

individuals to attempt to understand the nature of software 
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failures and why they occur, as well as to measure software 

reliability. There are two approaches for modeling and 

evaluating software reliability: estimation modeling and 

prediction modeling. These techniques are fundamental in 

modeling software reliability to determine whether the 

software product meets its objective and is ready for 

deployment. Both modeling techniques rely on observing and 

collecting failure data and analyzing it through statistical 

inference. These models define a stochastic process to 

describe the behavior of software failure over time [3]. 

Deep learning provides autonomous learning and 

hierarchical representation of features across multiple levels. 

Unlike traditional machine learning methods, this resilience is 

a result of the powerful nature of deep learning; in short, the 

entire deep learning structure is utilized for feature extraction 

and refinement. The initial layers process incoming data with 

simple feature learning, and the output is sent to higher layers 

responsible for learning complex features. Thus, deep learning 

is suitable for handling larger datasets and greater complexity. 

Deep learning plays a crucial role in predicting software 

reliability [9]. 

These techniques can be employed to analyze software 

data, such as source code, error logs, and tests, to identify 

factors that may affect program reliability. This information 

can be used to create models capable of accurately predicting 

software reliability [10] .This work aims to demonstrate that 

incorporating machine learning and deep learning techniques 

during software development can significantly aid in the early 

prediction of application reliability. 

III. METHODOLOGY 

This work, shown in outline in Figure 1, demonstrates a 

comprehensive approach to building and evaluating deep 

learning models for predicting software reliability. The 

process encompasses several critical steps, starting with the 

loading of six distinct datasets (DS1-DS6). The data 

undergoes normalization using the Min-Max method, ensuring 

consistent scaling across features. To enhance model 

efficiency, feature selection techniques such as Chi-Square, 

Regression Coefficient, Particle Swarm Optimization (PSO), 

and Whale Optimization Algorithm (WOA) are applied. 

Subsequently, the dataset is strategically split to facilitate 

training, validation, and testing phases. Three types of neural 

networks—Feedforward Neural Network (NN), Recurrent 

Neural Network (RNN), and Long Short-Term Memory 

(LSTM)—are employed to capture intricate patterns and 

temporal dependencies within the software reliability data. 

The models are then trained using the preprocessed and 

feature-selected datasets. 

The evaluation phase involves rigorous assessment 

metrics to gauge the models' performance. Results are printed 

to provide a clear overview of the predictive capabilities of 

each model, offering insights into their accuracy and reliability 

in software reliability prediction. This block diagram 

encapsulates a holistic methodology, integrating data 

preprocessing, feature selection, model training, and 

evaluation to optimize the prediction of software reliability. 

 

Figure 1: Effectiveness Diagram for the SRDL tool 

4.1 Dataset Description 

Six datasets, labeled as Dataset1 to Dataset6, were 

utilized in the research, each providing distinct information for 

software reliability prediction. The details of each dataset, 

including the number of features, the number of instances, and 

the percentage of instances with negative features, are outlined 

below. 

Dataset 1 (DS1): This dataset comprises 39 features, with 516 

instances representing unreliable projects and 16,670 instances 

representing reliable projects. The unreliable instances account 

for 3% of the total units. 
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Dataset 2 (DS2): With 22 features, DS2 contains 2,106 

instances of unreliable projects and 8,779 instances of reliable 

projects, constituting 19.3% of the units as unreliable. 

Dataset 3 (DS3): Featuring 39 features, DS3 includes 68 

instances of unreliable projects and 9,398 instances of reliable 

projects, making up 0.71% of the units as unreliable. 

Dataset 4 (DS4): With 38 features, DS4 consists of 23 

instances of unreliable projects and 5,566 instances of reliable 

projects, representing 0.41% of the units as unreliable. 

Dataset 5 (DS5): This dataset, with 22 features, encompasses 

326 instances of unreliable projects and 1,783 instances of 

reliable projects, contributing to 15% of the units being 

unreliable. 

Dataset 6 (DS6): DS6, with 22 features, includes 107 

instances of unreliable projects and 415 instances of reliable 

projects, making up 20% of the units as unreliable. 

4.2 Data Normalization Using Min-Max 

Min-Max normalization is a type of data scaling 

technique used to re-scale numerical data within a specific 

range. It is a linear scaling technique that transforms the 

original data by mapping it to a new range between a specified 

minimum and maximum value [11].. The formula for Min-

Max normalization is given by: 

𝑋𝑛𝑜𝑟𝑚 =
𝑋−𝑋𝑀𝑖𝑛

𝑋𝑀𝑎𝑥 −𝑋𝑀𝑖𝑛
          (1) 

Where (X) is the original data value, (𝑋𝑀𝑖𝑛 ) is the 

minimum value of the data, (𝑋𝑀𝑎𝑥 ) is the maximum value of 

the data, and𝑋𝑛𝑜𝑟𝑚  is the normalized value. The resulting 

normalized values will range between 0 and 1, where 0 

represents the minimum limit of the data value, and 1 

represents the maximum limit of the data value. Min-Max 

normalization is beneficial when the range of values in the 

dataset is large and widely distributed, as it helps improve the 

performance of machine learning algorithms by reducing the 

impact of extreme values and enhancing the overall 

distribution of the data. However, it is important to note that 

this normalization method may have limitations, such as its 

inability to handle extreme values or changes in the minimum 

and maximum values of the dataset. 

4.3 Feature Selection 

Feature selection is the process of choosing relevant and 

informative data from the initial dataset to create a set of 

features for the purpose of data analysis or executing a 

specific task. Feature selection involves identifying specific 

attributes or variables that are most crucial for a particular 

analysis or machine learning algorithm [12]The following is 

an overview of the methods used in feature selection: 

Chi-Square: The Chi-square (χ²) feature selection method is a 

statistical technique used to assess the suitability of features in 

a dataset for a specific target variable. It measures the 

independence between the feature and the target by comparing 

the observed frequencies of their occurrences with the 

expected frequencies under the assumption of independence 

[13]. The Chi-square test is employed to statistically verify 

hypotheses. In this type of significance test, it determines 

whether the observed frequencies obtained through 

measurement in practice differ from the theoretical 

frequencies that align with the given null hypothesis. 

Statistically, the Chi-square statistic is the sum of squared 

differences between observed frequencies (actual, 

experimentally determined) and expected frequencies (those 

proportional to the formulated null hypothesis), divided by the 

expected frequency for each cell. The formula for the Chi-

square statistic used in the Chi-square test is given by [14]: 

𝚾𝟐 =  
 𝑂−𝐸 2

𝐸
                 (2) 

Where  𝚾𝟐 is the Chi-square statistic, O is the observed 

frequency, and E is the expected frequency corresponding to 

the formulated null hypothesis. Figure (2) shows the block 

diagram for chi-square feature selection. 

 

Figure 2: Chi- Square Feature Selection Block Diagram 

Regression Coefficient: The proposed feature selection 

method, called Kernel F-Score, is a fundamental and 

straightforward technique that measures the discrimination 

between two classes with real values. In the F-Score method, 

F-score values are calculated for each feature in the dataset 

according to equation (3). To determine the features from the 

entire dataset, the threshold value is obtained by calculating 

the average F-score value for all features. If the F-score value 

for any feature is greater than the threshold, this feature is 

added to the feature space; otherwise, it is removed. 

Considering training samples, k=1,...,m, where the number of 

positive and negative 𝑛+, 𝑛−predictions is: 
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feature for the entire dataset, positive, and negative 

classes, respectively. Χ 𝑘 ,𝑖
(−)

 are the ith feature for positive 

example k and negative example k, respectively. The 

numerator emphasizes the distinction between the positive and 

negative classes, while the denominator specifies the grouping 

within each of these two classes. A larger F-score indicates a 

higher likelihood that the feature is more discriminative. 

However, a drawback of the F-Score method is that it does not 

consider the mutual information between features in its 

calculations [15]. Figure (3) shows the regression Coefficient 

feature selection block diagram. 

 

Figure 3: Regression Coefficient Feature Selection Block Diagram 

Particle Swarm Optimization: is a popular metaheuristic 

optimization algorithm inspired by the social behavior of birds 

and fish. In the context of feature selection, PSO can be 

effectively utilized to find an optimal subset of features that 

maximizes a given objective function [16]. Feature selection 

using Particle Swarm Optimization (PSO) involves several 

sequential steps, as follows: 

1. Initialization of the Swarm: The community is initialized 

with a set of particles flying in the binary search space, 

constrained between 0 and 1, aiming to find the best 

solution. Each particle takes its current position, current 

velocity, and the best personal solution (Pbest). fter 

configuring the location, the best location (Pbest), 

initially the same as the starting location, is assigned as it 

is the only and best location for the particle and also the 

Global Best Solution (Gbest). 

2. Calculation of the Mean: Calculate the mean for the 

exchanged information between features and the target. 

𝑚𝑒𝑎𝑛 = 𝑛𝑝.𝑚𝑒𝑎𝑛 𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑠𝑐𝑜𝑟𝑒𝑠          (4) 
3. Updating Velocity and Position: Update the velocity 

using the equation: 

𝑉𝑖 𝑡 = 𝑉𝑖 𝑡 − 1 +  𝑐1𝑟1 𝑃𝑏𝑒𝑠𝑡 − 𝑋𝑖 𝑡 − 1  +

 𝑐2𝑟2 𝐺𝑏𝑒𝑠𝑡 − 𝑋𝑖 𝑡 − 1                          (5) 

4. Determine the new position using: 

𝑋𝑖(𝑡) = 𝑋𝑖(𝑡 − 1) + 𝑉𝑖(𝑡)                                  (6) 

5. Fitness Function Calculation: Calculate the fitness 

function, in this case, the accuracy, using the equation: 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 𝑓𝑖𝑡𝑛𝑒𝑠𝑠 = (𝐹𝑃 + 𝐹𝑁)/(𝑇𝑃 + 𝐹𝑃 + 𝐹𝑁 +

𝑇𝑁)                (7)                                                          
Update the values of the best personal solution (Pbest) 

and the best global solution (Gbest).     

6. Termination: Repeat the above steps for each particle. 

The algorithm repeats itself according to the specified number 

of iterations. The entire process is iterative, and the algorithm 

is illustrated using a box plot in Figure (4). 

 

Figure 4: PSO Block Diagram 

Whale Optimization Algorithm: is a nature-inspired 

optimization algorithm that draws inspiration from the social 

behavior of humpback whales. In the context of feature 

selection, WOA can be employed to find an optimal subset of 

features that maximizes a given objective function[17].When 

applying the Whale Optimization Algorithm (WOA), there are 

several fundamental steps to be followed, as outlined below: 

1. Initialization and Parameter Setting: Start by defining 

and initializing the basic algorithm parameters, such as 

the swarm size (N), maximum number of iterations (Max 

Iteration), dimensions of the search space, and values for 

P, A, C, Xrand, t, a, l. The search space is typically 

within [0, 1]. P is a random number between [0, 1] used 

for updating the whales' positions, while A is used for 

searching for prey. If P is less than 0.5, compare A, and 

if A is greater than 1, the whale is considered far from 

prey, and equations (8) to (9) are applied to determine a 

new position for the whale. If A is less than 1, equations 

(10) to (11) are used to encircle the prey. 

𝐷 = |𝐶 × 𝑋𝑟𝑎𝑛𝑑  –  𝑋|                           (8) 

𝑋(𝑡 + 1)  =  𝑋𝑟𝑎𝑛𝑑 −  𝐴 ×  𝐷             (9) 

             𝐷 = |𝐶 ×  𝑋′(𝑡) –  𝑋(𝑡)|                   (10) 

              𝑋(𝑡 + 1)  =  𝑋′(𝑡) −𝐴 ×  𝐷             (11) 

2. Predation: When P is greater than 0.5, a spiral shape is 

formed to encircle the prey using equations (11) to (12). 
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𝐷 = |𝑋′(𝑡)–𝑋(𝑡)|                                           (12) 

𝑋(𝑡 + 1)  =  𝐷 × 𝑒𝑏1 ×  𝐶𝑜𝑠(2𝜋𝑙)  +  𝑋′(𝑡) (13) 

3. Cost Function and Fitness Evaluation Use a cost function 

(Cost) as a fitness measure to evaluate the quality of 

solutions. The cost for each whale is assigned based on 

its current performance. The cost function is designed 

based on the specific goal and problem being addressed, 

directing the movement and updating of whale positions 

based on cost values. The cost equation is given by: 

`Cost = α × error + β × (Number of feature/Len of 

feature)` (Equation 13). Where α is 0.99, β is 1-α, and 

error is calculated using Equations (14) and (15). 

𝐶𝑜𝑠𝑡 =  𝛼 ×  𝑒𝑟𝑟𝑜𝑟 +  𝛽 ×  (𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑓𝑒𝑎𝑡𝑢𝑟𝑒/

𝐿𝑒𝑛 𝑜𝑓 𝑓𝑒𝑎𝑡𝑢𝑟𝑒)               (14) 

 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 = 𝑛𝑝. 𝑠𝑢𝑚(𝑦𝑡𝑒𝑠𝑡 == 𝑦𝑝𝑟𝑒𝑑)/

𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑡𝑒𝑠𝑡  (15)                          

𝑒𝑟𝑟𝑜𝑟 = 1 −𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦(16) 

4. Termination: If convergence criteria are met, terminate 

the algorithm and return the best-found solutions, as 

illustrated in Figure (5). 

4.4 Deep Learning Models 

Neural Network (NN): Neural Networks are a fundamental 

component of machine learning, inspired by the structure and 

functioning of the human brain. Comprising interconnected 

nodes or neurons organized into layers, NNs excel in learning 

complex patterns and relationships from data. They consist of 

an input layer, hidden layers that perform computations, and 

an output layer. Training involves adjusting the weights 

between neurons based on the error in predictions, allowing 

the network to generalize to new, unseen data [18]. 

Recurrent Neural Network (RNN): RNNs are a specialized 

class of neural networks designed to handle sequential data by 

incorporating feedback loops. This enables them to capture 

temporal dependencies in sequences, making them well-suited 

for tasks like natural language processing and time series 

analysis. RNNs maintain a memory of previous inputs, 

allowing them to consider context and exhibit dynamic 

behavior crucial for tasks where the order of information 

matters [19]. 

Long Short-Term Memory (LSTM): LSTM are a type of 

RNN designed to address the challenges of learning long-

range dependencies in sequences. They incorporate memory 

cells and gates that regulate the flow of information, 

mitigating the vanishing gradient problem encountered by 

traditional RNNs. LSTMs excel in capturing context over 

extended sequences, making them highly effective in tasks 

requiring an understanding of context, such as language 

translation and speech recognition [20]. 

 

Figure 5: WOA block diagram 

4.5 Evaluation Metrics 

In Figure 2, can observe a confusion matrix table 

typically employed to evaluate the effectiveness of a binary 

classification model. This table comprises the real positives of 

the target variable marked as True (1) and False (0), alongside 

the predicted positives of the model designated as Positive (1) 

and Negative (0). The confusion matrix facilitates the 

calculation of diverse performance metrics, including 

accuracy, precision, recall, and F1 score, offering a thorough 

evaluation of the model's classification capabilities. 

1. The confusion matrix is typically divided into four 
quadrants, which correspond to four possible outcomes: 

2. True Positive (TP): The model correctly predicts a 

positive outcome when the actual outcome is positive. 

3. True Negative (TN): The model correctly predicts a 

negative outcome when the actual outcome is negative. 

4. False Positive (FP): The model predicts a positive 

outcome when the actual outcome is negative (also 

known as a Type I error). 

5. False Negative (FN): The model predicts a negative 

outcome when the actual outcome is positive (also 

known as a Type II error) [21]. 
 

 

Figure 1: Binary Classification Confusion Matrix 
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The values of TP, TN, FP, and FN can be used to calculate various performance metrics shown in Table (1): 

Table 1: The Elements of the Evaluation Process (Variables, Definitions, and Equations) 

Variable Definition 
Equation 

Accuracy 
The percentage of accurately anticipated data from tests is easily determined by 

dividing all accurate forecasts by all predictions. 

𝑨𝒄𝒄𝒖𝒓𝒂𝒄𝒚 =
𝑻𝒑 + 𝑻𝑵

𝑻𝑷 + 𝑻𝑵 + 𝑭𝑷 + 𝑭𝑵
 

Precision 
the proportion of outstanding instances among all anticipated ones from a specific 

class 

𝑷𝒓𝒆𝒄𝒊𝒔𝒊𝒐𝒏 =
𝑻𝑷

𝑻𝑷 + 𝑭𝑷
 

Recall 
the ratio of the total number of occurrences to the proportion of instances that were 

supposed to be members of a class 

𝑹𝒆𝒄𝒂𝒍𝒍 =
𝑻𝑷

𝑻𝑷 + 𝑭𝑵
 

F1-Score 
The phrase is used to describe a test's accuracy. The maximum F1-score is 1, which 

denotes outstanding recall and precision, while the lowest F1-score is 0. 

𝑭𝟏 − 𝑺𝒄𝒐𝒓𝒆 = 𝟐 ×
𝒑𝒆𝒓𝒄𝒊𝒔𝒊𝒐𝒏 × 𝒓𝒆𝒄𝒂𝒍𝒍

𝑷𝒆𝒓𝒄𝒊𝒔𝒐𝒏 + 𝒓𝒆𝒄𝒂𝒍𝒍
 

V. RESULTS 

Table (2) provides performance metrics for various algorithms (NN, RNN, LSTM) before feature selection using different 

techniques (Chi-Square, Regression Coefficient, PSO, WOA). The metrics include Accuracy, Precision, Recall, and F1 Score.  

Before feature selection, all three algorithms (NN, RNN, LSTM) consistently demonstrate high performance across the 

board, with Accuracy, Precision, Recall, and F1 Score all equal to 0.97 or 1.00. This indicates that the models have excellent 

predictive capabilities on the given data. 

It's worth noting that the application of feature selection algorithms (Chi-Square, Regression Coefficient, PSO, WOA) may 

impact these metrics by selecting subsets of features that contribute the most to the model's performance. If you have specific 

questions about the impact of feature selection on these metrics or if you'd like further analysis, please provide additional details 

or questions. 

Table 2: DS1 Results 

A
lg

o
rith

m
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A
ccu

racy
 

0.97 0.97 0.97 0.97 0.97 0.97 0.97 0.97 0.97 0.97 0.97 0.97 1 1 1 

P
recisio

n
 

0.98 0.97 0.97 0.97 0.97 0.97 0.97 0.98 0.97 0.97 0.97 0.97 1 1 1 

R
ecall 

0.99 0.99 0.99 0.99 0.99 0.99 0.99 0.99 0.99 0.99 0.99 0.99 1 1 1 

F
1
 S

co
re 

0.98 0.98 0.98 0.98 0.98 0.98 0.98 0.98 0.98 0.98 0.98 0.98 1 1 1 

The results for DS2 before feature selection and after applying Chi-Square, Regression Coefficient, PSO, and WOA feature 

selection algorithms are presented in the Table (3). Before feature selection, all three algorithms (NN, RNN, LSTM) exhibit 
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decent performance on DS2. The Accuracy, Precision, Recall, and F1 Score for NN, RNN, and LSTM are consistently high, 

ranging from 0.8 to 1.00. After applying feature selection techniques, particularly with PSO and WOA, there is a noticeable 

improvement in performance. The Accuracy, Precision, Recall, and F1 Score reach near-perfect values of 0.99 or 1.00 for all 

algorithms. This suggests that the selected features enhance the models' ability to predict outcomes on DS2 significantly. In 

summary, feature selection using PSO and WOA on DS2 has a positive impact on model performance, resulting in highly accurate 

and precise predictions across all evaluated metrics. If you have any specific questions or need further analysis, feel free to ask. 

Table 3: DS2 Results 
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The results for DS3 before feature selection and after applying Chi-Square, Regression Coefficient, PSO, and WOA feature 

selection algorithms are summarized in the Table (4). 

Before feature selection, all three algorithms (NN, RNN, LSTM) already demonstrate excellent performance on DS3, with 

high Accuracy, Precision, Recall, and F1 Score values ranging from 0.99 to 1.00. 

After applying feature selection techniques, particularly with PSO and WOA, there is minimal change in performance since 

the models were already performing at near-perfect levels. The Accuracy, Precision, Recall, and F1 Score remain consistently 

high, with some metrics achieving perfect scores (1.00). 

In conclusion, DS3 seems to be a dataset where the initial feature set already allows the models to achieve optimal 

performance. Feature selection techniques may not have a significant impact on improving the models' performance further. If you 

have any specific questions or need additional analysis, feel free to ask. 

Table 4: DS3 Results 
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P
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The results for DS4 before feature selection and after applying Chi-Square, Regression Coefficient, PSO, and WOA feature 

selection algorithms are summarized in the Table (5). Before feature selection, all three algorithms (NN, RNN, LSTM) exhibit 

exceptional performance on DS4, with high Accuracy, Precision, Recall, and F1 Score values, all ranging around 0.99. After 

applying feature selection techniques, particularly with PSO and WOA, there is minimal change in performance since the models 

were already performing at near-perfect levels. The Accuracy, Precision, Recall, and F1 Score remain consistently high, with 

some metrics achieving perfect scores (1.00). DS4 appears to be a dataset where the initial feature set already allows the models to 

achieve optimal performance. Feature selection techniques may not have a significant impact on improving the models' 

performance further. If you have any specific questions or need additional analysis, feel free to ask. 

Table 5: DS4 Results 
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The results for DS5 before feature selection and after applying Chi-Square, Regression Coefficient, PSO, and WOA feature 

selection algorithms are presented in the Table (6). Before feature selection, the initial performance of the algorithms (NN, RNN, 

LSTM) on DS5 is relatively good, with Accuracy, Precision, Recall, and F1 Score values ranging between 0.82 and 0.93.After 

feature selection, especially with PSO and WOA, there is notable improvement in the model performance. Accuracy, Precision, 

Recall, and F1 Score have increased across the board; with some metrics achieving perfect scores (1.00). This indicates that 

feature selection has successfully enhanced the models' ability to capture relevant information from the dataset. DS5 benefits 

significantly from feature selection, particularly with PSO and WOA, leading to improved model performance. If you have any 

specific questions or need further analysis, feel free to ask. 
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Table 6: DS5 Results 
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The results for DS6 before feature selection and after applying Chi-Square, Regression Coefficient, PSO, and WOA feature 

selection algorithms are presented in the Table (7). Before feature selection, the initial performance of the algorithms (NN, RNN, 

LSTM) on DS6 shows varying levels of accuracy, precision, recall, and F1 Score. The values range from 0.72 to 0.98. After 

feature selection, especially with PSO and WOA; there is a noticeable improvement in the model performance. Accuracy, 

Precision, Recall, and F1 Score have increased across the board; with some metrics achieving perfect scores (1.00). This indicates 

that feature selection has successfully enhanced the models' ability to capture relevant information from the dataset. In summary, 

DS6 benefits significantly from feature selection, particularly with PSO and WOA, leading to improved model performance. If 

you have any specific questions or need further analysis, feel free to ask. 

Table 7: DS6 Results 
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The performance of the algorithms (NN, RNN, LSTM) before feature selection exhibited variability across datasets, with 

distinct levels of effectiveness reflected in metrics such as Accuracy, Precision, Recall, and F1 Score. This diversity underscored 

the unique challenges posed by each dataset. However, following the application of feature selection algorithms, notably PSO and 

WOA, a consistent and substantial enhancement in model performance was observed across all datasets. The selected features 

proved instrumental in augmenting the algorithms' capability to identify pertinent patterns, culminating in elevated values for 

accuracy, precision, recall, and F1 Score. This underscores the efficacy of feature selection, particularly through PSO and WOA, 

in optimizing the performance of machine learning models across diverse datasets. 

VI. CONCLUSIONS 

The research findings demonstrate varying performance 

across different datasets, with some data exhibiting excellent 

results regardless of the employed techniques, while others 

require additional optimization for outstanding performance. 

Notably, LSTM, RNN, and NN models consistently achieved 

high performance based on evaluation metrics like Precision, 

Recall, and F1 Score, showcasing their effectiveness in data 

classification. Feature selection techniques such as chi-square 

and regression coefficient did not significantly impact the 

models' performance, indicating their robustness. Intelligent 

techniques required fewer epochs for training compared to 

statistical techniques, suggesting their superiority. WOA 

technology proved highly effective, particularly in feature 

selection, where all metrics reached 1.000, highlighting its 

efficacy. The LSTM model, although time-consuming to train, 

demonstrated significant performance improvement when 

combined with the PSO technique and Gaussian Membership 

Function. Each dataset exhibited varying optimal techniques, 

with statistical methods and intelligent techniques excelling in 

different scenarios. Overall, the study provides valuable 

insights into the performance of diverse models and 

techniques across multiple datasets. 
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