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Abstract - Customer attrition challenges businesses, leading 

to revenue loss and instability. This study introduces a 

machine learning framework for predicting churn using 

models like Random Forest, XGBoost, and LightGBM. 

Essential steps such as data preprocessing, feature 

selection, and validation enhance predictive accuracy. To 

address class imbalance, the Synthetic Minority Over-

sampling Technique (SMOTE) ensures a balanced dataset. 

Shapley Additive exPlanations (SHAP) values provide 

insights into key churn factors. Among tested models, 

LightGBM shows superior performance with a high Area 

Under the Curve (AUC) score. Additionally, a web-based 

application allows users to upload data, adjust churn 

thresholds, and visualize metrics like accuracy, precision, 

recall, and F1-score. The interactive interface includes 

visual tools such as a churn distribution chart and an ROC 

curve, helping users interpret results. This study highlights 

predictive analytics’ role in customer retention, equipping 

businesses with datadriven strategies to minimize churn. 

By integrating machine learning with a user-friendly web 

application, this research offers a scalable tool for 

businesses to anticipate behavior and take proactive 

measures. 

Keywords: Random Forest, XGBoost, LightGBM, SMOTE, 

SHAP, Machine Learning, Customer Churn, Predictive 

Analytics, Customer Retention, Feature Importance, Data 
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I. INTRODUCTION 

Customer retention plays a crucial role in the long-term 

success of businesses, particularly those that rely on 

subscription-based models. While companies invest heavily in 

attracting new customers, studies indicate that retaining 

existing ones is far more cost-effective. A high churn rate not 

only leads to revenue loss but also disrupts business stability, 

highlighting the need for effective strategies to predict and 

reduce customer attrition. 

Traditional approaches, such as customer surveys and 

historical data analysis, often fall short in identifying at-risk 

customers promptly. These methods struggle to handle large 

datasets dynamically, resulting in delays that hinder timely 

intervention. Consequently, businesses face challenges in 

implementing proactive measures to prevent customer loss. 

1.1 Machine Learning for Churn Prediction 

Businesses today rely on machine learning to predict 

customer churn by analyzing behavioral trends, transaction 

records, and service interactions. This study leverages 

advanced models like Random Forest, XGBoost, and 

LightGBM to accurately identify customers who might 

discontinue their services. 

To enhance data quality, we implement several 

preprocessing steps, such as handling missing values, 

encoding categorical variables, and applying SMOTE to 

balance class disparities. Moreover, SHAP (SHapley Additive 

exPlanations) is used to make the model more interpretable, 

allowing companies to pinpoint the key factors driving 

customer retention. With these insights, businesses can take 

proactive measures to improve customer loyalty and 

satisfaction. 

1.2 Web-Based Implementation for Business Insights 

To make these predictions accessible, a web-based 

application has been developed. This platform enables users to 

upload customer data, adjust churn thresholds, and view 

performance metrics such as accuracy, precision, and recall. It 

also includes interactive visualizations like churn distribution 

graphs and an ROC curve, allowing businesses to make 

informed, data-driven decisions. By integrating predictive 

analytics with an intuitive interface, companies can shift from 

reactive churn management to proactive customer 

engagement, ultimately improving customer satisfaction and 

retention. 

However, combining predictive analytics with CRM will 

enable businesses to move from a reactive approach of churn 

mitigation to a proactive strategy of customer engagement 

which will ultimately help improve customer satisfaction and 
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loyalty. This essay offers a step-by-step guide to churn 

prediction, helping businesses harness AI-powered insights for 

sustained growth. 

II. LITERATURE REVIEW 

The challenge of predicting customer churn remains a 

key focus of research, particularly in industries such as 

telecommunications, banking, and e-commerce, where 

retaining customers is essential for sustaining profitability. 

Over the years, various strategies have been employed to 

address this issue, ranging from traditional statistical analysis 

to advanced machine learning techniques. These approaches 

help businesses gain deeper insights into customer behavior 

and develop effective methods to minimize churn, ultimately 

enhancing long-term customer relationships and financial 

stability. 

2.1 Traditional Approaches to Churn Prediction 

To improve customer segmentation, researchers 

experimented with rule-based systems and heuristic 

approaches, categorizing customers based on factors like 

tenure, service usage, and feedback scores. However, these 

methods lacked flexibility and struggled to adapt to shifts in 

customer behavior over time, making them less effective in 

predicting churn in dynamic business environments. 

2.2 Machine Learning for Churn Prediction 

Machine learning algorithms has greatly enhanced the 

accuracy and efficiency of customer churn prediction 

compared to traditional methods. Techniques like ensemble 

learning, including Random Forest and Gradient Boosting 

Machines (GBM), have proven highly effective in analyzing 

complex customer data patterns. Research in the telecom 

industry has shown that XGBoost delivers superior 

performance over other models, particularly in handling 

imbalanced and non-linear datasets. Some studies have also 

explored Neural Networks for churn analysis, utilizing deep 

feature extraction. However, these models often demand 

substantial computational resources, making them expensive 

to deploy on a large scale. 

To improve model transparency, recent advancements 

have introduced SHapley Additive exPlanations (SHAP), 

which is gaining recognition for its ability to interpret machine 

learning predictions. Unlike traditional black-box models, 

SHAP identifies the features manipulating customer churn, 

allowing businesses to make decisions with greater 

confidence. 

Additionally, LightGBM, an optimized gradient boosting 

approach, has evolved as a strong contender in churn 

prediction. Unlike standard decision trees, LightGBM 

processes large datasets more efficiently and reduces the risk 

of overfitting by expanding leaf nodes rather than increasing 

depth. Comparative research indicates that LightGBM often 

outperforms XGBoost and Random Forest in both accuracy 

and interpretability, making it a popular choice for many 

organizations. 

III. DATA DESCRIPTION & METHODS 

The dataset used in this analysis consists of records from 

customers who have subscribed to a particular service. These 

records contain important details, including demographic 

information, service usage patterns, account history, and past 

interactions with the company. Other key factors, such as 

contract type, payment methods, service frequency, and 

customer support engagement, also play a significant role in 

understanding customer behavior. Additionally, aspects like 

internet usage, billing consistency, and complaint history 

provide best insights into the reasons towards the churn. 

Before conducting the analysis, it is essential to ensure 

the data is accurate and free from inconsistencies, as missing 

or incorrect values can affect the reliability of the results. To 

handle missing data, imputation techniques are applied to fill 

in gaps appropriately. Categorical variables, such as payment 

methods and service preferences, are converted into numerical 

formats to make the data easier to process. Since churn data is 

often imbalanced In cases where far fewer customers leave 

compared to those who stay, the dataset can become 

imbalanced, affecting prediction accuracy. To address this, 

techniques like SMOTE (Synthetic Minority Over-sampling 

Technique) are used. SMOTE generates artificial samples for 

the underrepresented group, helping create a more balanced 

dataset and improving the model’s ability to detect potential 

churners more effectively. 

3.1 Data Preprocessing 

Preparing the dataset before training a model is a critical 

step in achieving accurate and reliable predictions. The 

process begins with identifying and addressing any missing 

values to prevent biases that may arise from incomplete data. 

Additionally, statistical techniques are used to detect and 

manage outliers, ensuring they do not distort the overall 

analysis. Since numerical variables often have different scales, 

feature scaling methods are applied to standardize the data, 

preventing any single variable from having an undue influence 

on the model. 

Another key aspect of data preprocessing is feature 

selection, where only the most relevant attributes are retained 

for model development. To identify these crucial factors, 
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Shapley Additive exPlanations (SHAP) is utilized, 

highlighting the variables that have the most significant 

impact on customer churn. By focusing on the most 

meaningful predictors, this approach not only improves model 

interpretability but also incerase accuracy, leading to more 

effective churn prediction and better decision-making for 

businesses. 

3.2 Methodologies Used 

Random Forest (RF) 

Random Forest is a powerful machine learning approach 

that improves prediction accuracy by combining multiple 

decision trees. Instead of relying on a single decision tree, it 

takes the average of several, reducing errors and preventing 

overfitting. This makes it highly effective for analyzing 

customer behavior and identifying those at risk of leaving, 

helping businesses develop better retention strategies. 

XGBoost 

Extreme Gradient Boosting (XGBoost) is an advanced 

machine learning algorithm designed to improve model 

performance by sequentially strengthening weaker learners. Its 

optimized approach enhances efficiency through parallel 

processing, making it well-suited for structured data and 

predictive analytics. Due to its speed and scalability, XGBoost 

is widely used in churn prediction models where handling 

large datasets and intricate customer patterns is essential. 

LightGBM and Web-Based Integration 

Light Gradient Boosting Machine (LightGBM) is a 

powerful gradient boosting algorithm made to handle large 

datasets efficiently. Unlike traditional approaches, it grows 

decision trees leaf-wise instead of level-wise, which speeds up 

the training process while maintaining high accuracy. It can 

deal with large Data for real-time implementations. 

To make these predictive models more accessible, a web 

based application has been developed for deployment. This 

platform enables businesses to input customer data, visualize 

predictions, and interpret results through interactive 

dashboards. By combining machine learning with a user-

friendly web interface, organizations can take proactive 

measures to reduce customer churn and strengthen customer 

relationships. 

IV. SYSTEM ARCHITECTURE 

The customer churn prediction system follows a 

structured approach, incorporating multiple stages to ensure 

efficient data processing, model training, and visualization of 

results. This framework helps businesses analyze customer 

attrition patterns and implement proactive strategies to 

improve retention. 

 

Fig-4.1 

The system architecture integrates advanced machine 

learning techniques to develop a reliable and scalable 

prediction model. 

4.1 Data Collection 

The system collects customer data including Customer 

Relationship Management (CRM) platforms, transaction 

records, service usage logs, and customer support interactions. 

This comprehensive approach ensures that essential details—

such as demographics, service engagement history, payment 

behavior, and complaint records—are taken into account. By 

integrating data from various touchpoints, the system creates a 

complete customer profile, leading to more accurate churn 

predictions. 

Additionally, real-time data streaming can be 

incorporated, allowing the model to update continuously as 

customer behaviors change. This dynamic capability ensures 

that businesses receive up-to-date insights, enabling them to 

take timely actions to improve customer retention and 

satisfaction. 

4.2 Feature Engineering 

Once the data is collected, it undergoes preprocessing to 

enhance quality and consistency. Feature engineering is a vital 

step in refining raw data into meaningful variables for model 

training. Categorical variables such as contract type, payment 

methods, and internet plans are converted into numerical 

formats for easier interpretation by machine learning models. 

Missing data is addressed using imputation techniques to 

avoid loss of valuable information, while numerical attributes 

are standardized using scaling methods like MinMaxScaler or 

Standard Scaler. To ensure that only relevant attributes 

contribute to the prediction, feature selection techniques such 

as correlation analysis and SHAP (SHapley Additive 

Explanations) values are applied. This optimization process 

improves both model accuracy and interpretability. 
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4.3 Model Training 

To build an effective predictive model, the dataset is first 

structured into input and output variables. It is then split into 

training and testing sets, typically following an 80-20 ratio, 

where 80% of the data is used to train the model, and the 

remaining 20% is reserved for testing. This approach ensures 

that the model learns from a substantial portion of the data 

while still having unseen data to validate its performance. 

However, customer churn datasets often have a significant 

imbalance, as the number of customers who continue using a 

service is much higher than those who leave. 

This imbalance can cause the model to be biased toward 

the majority class, reducing its ability to correctly identify 

potential churners. Methods such as GridSearchCV are used to 

test different parameter combinations and identify the optimal 

settings that enhance the model’s accuracy. By carefully 

handling data imbalance and optimizing model parameters, the 

predictive system becomes more reliable in identifying at-risk 

customers, enabling businesses to take proactive measures to 

improve retention rates. 

4.4 Visualization and Business Insights 

To ensure that business teams can effectively interpret 

churn predictions, results are presented through an interactive 

dashboard. This dashboard provides real-time insights into 

customers most likely to churn and the key factors influencing 

their decision. Analysts can segment predictions based on 

demographics, service usage, and customer engagement 

trends. 

Moreover, the system includes an alert mechanism for the 

Customer Success Management (CSM) team. When a 

customer is identified as having a high probability of 

churning, automated alerts notify the team, prompting 

personalized engagement efforts. Businesses can take 

proactive measures such as offering discounts, addressing 

customer complaints, or enhancing service quality. By 

leveraging predictive insights, companies can implement 

targeted plans to minimize churn and build longterm customer 

loyalty. 

V. RESULTS AND DISCUSSION 

5.1 Model Performance and Evaluation 

AUC-ROC Score: 

The AUC-ROC curve is an important measure used to 

assess how well a model can distinguish between customers 

who are likely to churn and those who will stay. This score 

ranges from 0 to 1, where a higher value means the model is 

better at making accurate predictions. A score close to 1 

indicates strong predictive performance, while a score near 0.5 

suggests the model is not much better than random guessing. 

 

Fig-5.1 

Precision: 

Precision helps determine how accurately a model 

identifies customers who are at risk of leaving. It measures the 

percentage of correctly predicted churn cases out of all the 

instances where the model flagged a customer as likely to 

churn. A high precision score means the model minimizes 

false alarms, ensuring that it correctly identifies customers 

who are actually at risk rather than mistakenly labeling loyal 

customers. 

Recall: 

Recall assesses the model's capability to identify actual 

churners from the dataset. A higher recall score means the 

model successfully detects most customers who are likely to 

leave, reducing the chances of missing churn-prone 

individuals. This metric is crucial for businesses that prioritize 

retaining as many customers as possible. 

F1 Score: 

The F1 Score is the harmonic mean of precision and 

recall, ensuring a balanced measure that considers both 

metrics. Since churn datasets often contain imbalanced 

classes, where the number of non-churners significantly 

exceeds churners, It provides a fair evaluation of the model’s 

effectiveness. A high F1 Score signifies that the model 

maintains an optimal balance, correctly predicting churners 

while keeping false positives in check. 
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Model Evaluation: 

To evaluate the models, key performance metrics such as 

accuracy, precision, recall, and F1 Score were considered. 

Among all the algorithms tested, Stochastic Gradient Boosting 

(SGB) consistently delivered the most reliable results across 

these metrics. With its strong accuracy and stability, SGB 

stands out as the best choice for predicting customer churn. By 

leveraging this model, businesses can proactively identify 

atrisk customers and take timely measures to improve 

retention. 

5.2 Feature Importance Analysis using Random Forest 

 

Fig-5.2 

The figure presents the feature importance scores derived 

from the Random Forest model, showcasing the influence of 

various factors in predicting customer churn. These scores 

indicate the extent to which each variable contributes to the 

model’s decision-making process. 

Key Influencing Factors 

Among all features, Contract Type, Total Charges, and 

Monthly Charges emerge as the most significant. This 

highlights the crucial role of billing details and contract 

agreements in determining whether a customer is likely to 

discontinue the service. Additionally, Tenure, which reflects 

the Time Period of a customer’s relationship with the 

company. 

Moderately Significant Factors 

Certain features, such as Online Security and Tech 

Support, also play a substantial role. This suggests that access 

to additional customer support and security services can 

influence customer retention, as customers who receive better 

service assistance are more likely to stay. 

 

Least Influential Factors 

Variables including Gender, Senior Citizen Status, and 

Phone Service have minimal impact on predicting churn. This 

implies that demographic attributes and basic service features 

do not significantly affect a customer's decision to leave, 

reinforcing that service-related factors hold greater predictive 

value than personal demographics. 

5.3 Feature Importance Analysis Using XGBoost 

 

Fig-5.3 

The figure illustrates the feature importance analysis 

derived from the XGBoost model in predicting customer 

churn. The significance scores represent the contribution of 

each variable to the model’s predictive accuracy. 

Key Insights 

The analysis indicates that Contract Type is the most 

critical factor influencing customer churn. Customers with 

long-term contracts (one-year or two-year agreements) are 

more likely to stay, while those on month-to-month plans 

exhibit a higher probability of leaving. This suggests that 

customers with greater flexibility in their contracts are more 

prone to discontinuing the service. 

Moderately Significant Factors 

Beyond contract type, Online Security, Tech Support, 

and Internet Service also play notable roles in customer 

retention. The data suggests that customers who subscribe to 

enhanced security measures and technical support services are 

less likely to churn. This trend highlights the importance of 

providing high-quality customer support and additional 

security options to improve user satisfaction and loyalty. 
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5.4 Feature Importance Analysis Using LightGBM 

 

Fig-5.4 

The figure presents the feature importance analysis 

derived from the LightGBM model for predicting customer 

churn. The results highlight the most influential factors 

affecting customer retention. 

Key Findings 

The analysis shows that Total Charges and Monthly 

Charges are the most significant factors in predicting churn. 

Customers with higher billing amounts are more likely to 

discontinue services, emphasizing the importance of 

competitive pricing plans for better retention. 

Moderately Significant Factors 

Other crucial features include Tenure, Contract Type, and 

Payment Method. Customers with longer tenure tend to 

remain loyal, while those on month-to-month contracts exhibit 

a higher risk of churn. Additionally, payment methods 

influence retention, as some payment options show a stronger 

correlation with customer loss. 

Least Influential Factors 

Certain demographic characteristics, such as Gender, 

Senior Citizen Status, and Dependents, have minimal impact 

on churn prediction. Additionally, core service features like 

Phone Service and Internet Service show lower significance 

compared to financial and contractual aspects. 

5.5 SHAP Analysis for Feature Impact 

The figure illustrates the SHAP (SHapley Additive 

exPlanations) values, showcasing the influence of individual 

features on customer churn predictions. The horizontal axis 

represents the SHAP values. 

 

 

Fig-5.5 

Key Findings 

The most influential factors in churn prediction are 

Contract Type and Monthly Charges. Customers with short-

term contracts and higher monthly fees are more likely to 

discontinue services, emphasizing the need for affordable and 

flexible pricing plans to improve retention. 

Moderately Significant Features 

Additional important factors include Tenure, Online 

Security, Internet Service, and Tech Support. Customers with 

longer tenure show a lower churn rate, while those lacking 

online security or technical support are more prone to leaving. 

Additionally, internet service quality plays a crucial role in 

customer satisfaction and retention. 

Least Influential Factors 

Demographic factors like Gender, Senior Citizen Status, 

and Partner Status have minimal impact on churn prediction. 

Other factors, including Paperless Billing and Multiple Lines, 

contribute less significantly compared to contract and service 

related features. 

This analysis highlights the need for personalized 

retention strategies, such as tailored contract plans, enhanced 

service offerings, and competitive pricing models to minimize 

customer churn effectively. 
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5.6 Characteristic (ROC) Curve Analysis 

 

Fig-5.6 

The ROC curve is an important tool for assessing how 

well a machine learning model can differentiate between 

customers who leave and those who stay. It visually maps the 

True Positive Rate (Sensitivity) against the False Positive 

Rate, giving a clear picture of the model’s ability to make 

accurate predictions. By analyzing this curve, businesses can 

compare different models and choose the one that performs 

best in identifying potential churners. 

Model Performance Comparison 

The three models Random Forest, XGBoost, and 

LightGBM show similar performance, each reaching an 

impressive AUC score of 0.92. A higher AUC score reflects a 

model’s effectiveness in distinguishing between customers 

who churn and those who stay. The closer the ROC curve gets 

to the topleft corner, the more accurate the model is at making 

predictions, making these algorithms strong contenders for 

churn prediction. 

Significance of the Diagonal Line 

The dashed diagonal line represents a baseline model 

with no predictive capability (AUC = 0.50). The significant 

deviation of all three models from this line confirms their high 

classification efficiency, making them reliable for customer 

churn prediction. 

Best Model for Deployment 

Among the three, LightGBM delivers more consistent 

and efficient predictions, making it the best choice for real-

time applications requiring speed and scalability. This 

reinforces the value of ensemble learning models in helping 

businesses implement proactive retention strategies to 

minimize customer churn. 

 

5.7 Customer Churn Prediction Dashboard 

 

Fig-5.7 

The Customer Churn Prediction Dashboard is a powerful 

tool designed to help businesses analyze and predict customer 

churn using machine learning models. It features an interactive 

interface that allows users to upload datasets and adjust the 

churn threshold, enabling them to see how prediction 

outcomes change. By identifying customers who are at risk of 

leaving, businesses can take proactive measures to improve 

retention and strengthen customer relationships. 

One of the key features of the dashboard is the ability to 

upload CSV files for analysis. In this example, a file named 

WA_Fn-UseC_Telco-Customer-Churn.csv has been used. 

Once the data is processed, the system generates predictions 

based on selected parameters, offering valuable insights into 

customer behavior. 

Random Forest, XGBoost, and LightGBM all deliver 

strong results, each achieving an AUC score of 0.92. This high 

score indicates that the models are highly effective at 

identifying which customers are likely to churn and which 

ones will stay. 

The closer the ROC curve moves toward the top-left 

corner, the better the model is at making accurate predictions. 

With their reliable performance, these three algorithms are 

excellent choices for predicting customer churn. 

VI. CONCLUSION AND FUTURE WORK 

This study focuses on developing a machine learning-

based approach for predicting customer churn, identifying 

LightGBM as the most efficient model in terms of speed, 

accuracy, and interpretability. The findings suggest that 

businesses can proactively reduce churn rates by offering 

discounts to customers identified as potential churners or by 

improving customer service for specific at-risk segments. 

Implementing such targeted strategies can enhance customer 

retention and long-term business growth. 
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For future enhancements, further research can explore 

deep learning techniques to improve prediction accuracy and 

adaptability. Additionally, integrating real-time churn 

prediction models can enable businesses to take immediate 

action based on customer behavior. Expanding the model's 

application across different industries, such as banking, 

ecommerce, and telecom, will provide deeper insights into 

sector-specific churn patterns. Deploying these models as 

interactive web applications or business intelligence tools can 

further help non-technical users easily interpret and utilize 

churn prediction insights for better decision-making. 

ACKNOWLEDGMENTS 

We want to convey our deep thanks and appreciation as 

we received necessary resources and support from the 

Department of Computer Science and Engineering at 

Madanapalle Institute of Technology and Science (Cyber 

Security) to conduct this research. We're very thankful to our 

mentors and professors for their invaluable guidance and 

constructive feedback throughout our time studying. 

We also want to recognize others who work alongside us 

whose thoughtful talks and input have really enhanced this 

piece. Finally we are so grateful for everyone who has been 

there our family and friends each round of encouragement and 

untiring support. 

REFERENCES 

[1] ―Customer Churning Analysis Using Machine Learning 

Algorithms,‖ Int. J. Intell. Netw., vol. 4, pp. 145-154, 

2023. 

[2] P. Lalwani and M. K. Mishra, "Customer Churn 

Prediction System: A Machine Learning Approach," 

Comput., vol. 2022, pp. 1–24, 2022. 

[3] F. Shaikh, A. Jachak, and M. Katkar, "Customer Churn 

Prediction Using NLP and Machine Learning," Int. J. 

Adv.mSci. Res., vol. 6, no. 2, pp. 40-45, 2021. 

[4] A.Bansal, "Churn Prediction Techniques in Telecom 

Industry for Customer Retention: A Survey," J. Eng. 

Sci., vol. 11, no. 4, pp. 871-881, 2020. 

[5] I.Ullah and S. Kim, "Churn Prediction Model Using 

Random Forest," IEEE Access, vol. 7, pp. 60134-

60149, 2019. 

[6] H. Adwan, K. Faris, and O. Jaradat, "Predicting 

Customer Churn Using Multi-Layer Perceptron Neural 

Networks," Life Sci. J., vol. 11, no. 3, pp. 75-81, 2014. 

[7] J. Brownlee, Machine Learning Mastery: The 

Mathematical Reality of Machine Learning, 2013. 

[8] S. M. Lundberg and S. I. Lee, "A Unified Approach to 

Interpreting Model Predictions," Advances in Neural 

Information Processing Systems (NeurIPS), 2017. 

[9] LightGBM, Official Documentation, Microsoft, 2017. 

[10] H. He and E. A. Garcia, "Learning from Imbalanced 

Data," IEEE Transactions on Knowledge and Data 

Engineering, vol. 21, no. 9, pp. 1263-1284, 2009. 

[11] L. Breiman, "Random Forests," Machine Learning, vol. 

45, no. 1, pp. 5-32, 2001. 

AUTHORS BIOGRAPHY 

 
 

Assistant Professor, Computer 

Science and Engineering (Cyber 

Security), Madanapalle Institute of 

Technology & Science, Madanapalle, 

India. 

 
 

Team Leader, Computer Science and 

Engineering (Cyber Security), 

Madanapalle Institute of Technology 

& Science, Madanapalle, India. 

 

Team Member, Computer Science 

and Engineering (Cyber Security), 

Madanapalle Institute of Technology 

& Science, Madanapalle, India. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



International Research Journal of Innovations in Engineering and Technology (IRJIET) 

ISSN (online): 2581-3048 

Volume 9, Special Issue INSPIRE’25, pp 225-232, April-2025 

https://doi.org/10.47001/IRJIET/2025.INSPIRE36                     

International Conference on Sustainable Practices and Innovations in Research and Engineering (INSPIRE'25) 

© 2025 IRJIET All Rights Reserved                            www.irjiet.com                                        233                                                                    
 

 

 

 

 

 

 

******* 

Citation of this Article: 

Murugan V, Polisetti Venkateswara, & Kamarthy Sai Tharun. (2025). The Churn Compass: Navigating Customer Attrition 

Trends using Machine Learning. In proceeding of International Conference on Sustainable Practices and Innovations in 

Research and Engineering (INSPIRE'25), published by IRJIET, Volume 9, Special Issue of INSPIRE’25, pp 225-232. Article 

DOI https://doi.org/10.47001/IRJIET/2025.INSPIRE36  

 

https://doi.org/10.47001/IRJIET/2025.INSPIRE36

